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ABSTRACT
Statistical machine learning often uses probabilistic models and algorithms, such as Markov Chain Monte Carlo (MCMC), to solve a wide range of problems. Probabilistic computations, often considered too slow on conventional processors, can be accelerated with specialized hardware by exploiting parallelism and optimizing the design using various approximation techniques. Current methodologies for evaluating correctness of probabilistic accelerators are often incomplete, mostly focusing only on end-point result quality (“accuracy”). It is important for hardware designers and domain experts to look beyond end-point “accuracy” and be aware of how hardware optimizations impact statistical properties.

This work takes a first step toward defining metrics and a methodology for quantitatively evaluating correctness of probabilistic accelerators. We propose three pillars of statistical robustness: 1) sampling quality, 2) convergence diagnostic, and 3) goodness of fit. We apply our framework to a representative MCMC accelerator and surface design issues that cannot be exposed using only application end-point result quality. We demonstrate the benefits of this framework to guide design space exploration in a case study showing that statistical robustness comparable to floating-point software can be achieved with limited precision, avoiding floating-point hardware overheads.
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1 INTRODUCTION
Statistical machine learning, like other methods in artificial intelligence, has become an important workload for computing systems. Such workloads often utilize probabilistic computing, including probabilistic models and probabilistic algorithms, which enable the potential to provide generalized frameworks to solve a wide range of problems. As alternatives to Deep Neural Networks, probabilistic computing provides easier access to interpreting why a given result is obtained due to model transparency and measurable statistical properties. Many specialized accelerators propose to address the sampling inefficiency of probabilistic algorithms (e.g., Markov Chain Monte Carlo Bayesian Inference), by utilizing approximation techniques to improve the hardware efficiency, such as reducing bit representation, truncating small values to zero, or simplifying the random number generator.

Understanding the influence of these approximations on application results is crucial to meet the quality requirement. A hardware accelerator should provide correct execution of target algorithms. A common approach to evaluating correctness is to compare the end-point result quality, such as prediction accuracy, against accurately-measured or hand-labeled ground-truth data using community-standard benchmarks and metrics: the hardware execution is considered to be correct if it provides comparable prediction accuracy to the baseline implementations that do not have the specific approximations.

Although statistical guarantees can be made regarding end-point results [55, 63], domain experts in statistics are interested in the full distribution of possible results rather than a single-point estimate. For example, the outcome of Bayesian Inference is a posterior distribution that includes both the end-point result and uncertainty. The end-point result can be obtained by finding the mode or mean of the distribution. Instead of only knowing the class of an object in an image, statisticians also want to know the probabilities of the object belonging to other classes (aleatory uncertainty) and the overall confidence on the result distribution (epistemic uncertainty, or “uncertainty on uncertainty” [78]).
Quantifying uncertainty plays a critical role in probabilistic machine learning and failure to adequately or appropriately consider uncertainty information can lead to adverse or catastrophic outcomes, such as a surgeon failing to completely remove a tumor due to incorrect uncertainty in a segmented image [12, 60], or a self-driving car leading to the death of a driver due to over-confidently recognizing a truck as the sky [78]. Furthermore, measuring end-point results may not always be possible since ground-truth data is not always accessible. Therefore, statements and guarantees on the application end-point results are necessary but not sufficient to claim correctness. Probabilistic accelerators should produce correct uncertainty along with correct end-point results.

Unlike end-point results, uncertainty is usually difficult to directly present and can be intractable to compute for high dimensional problems. Instead, domain experts use statistical robustness to indicate how faithfully software/hardware produces result distributions, which can be obtained using a collection of statistical metrics. Good statistical robustness often indicates high confidence regarding the produced distribution and the learning/inference method is more robust to perturbed inputs. In the domain of probabilistic computing, correctness is defined by more than the end-point result of executing the algorithm, and includes statistical robustness.

Current methodologies for evaluating probabilistic accelerators are often incomplete or ad hoc in evaluating correctness, focusing only on end-point results or limited statistical properties. Therefore, a probabilistic architecture should provide some measure (or guarantee) of statistical robustness. This work takes a first step toward defining metrics and a methodology for quantitatively evaluating correctness of probabilistic accelerators beyond just end-point result quality.

We use Markov Chain Monte Carlo (MCMC) accelerators as a case study, and propose three pillars of statistical robustness: 1) sampling quality, 2) convergence diagnostic, and 3) goodness of fit (Contribution 1). Each pillar has at least one quantitative empirical metric: Effective Sample Size (ESS) for sampling quality; Gelman-Rubin’s $\hat{R}$ and convergence percentage for convergence diagnostic; and Root Mean Squared Error (RMSE) and Jensen-Shannon Divergence (JSD) for goodness of fit. These pillars do not require ground-truth data and collectively enable comparison of specialized hardware to a target precision, such as a 64-bit floating-point (FP64) software implementation. We expose several challenges with naively applying existing popular metrics for our purposes, including high dimensionality of the target applications and random variables with zero variance. Therefore, we modify the existing methodologies for sampling quality and convergence diagnostic, and propose a new metric (convergence percentage) for convergence diagnostic (Contribution 2).

The three pillars of statistical robustness can inform end-users by characterizing existing hardware and inform hardware designers by using the pillars in design space exploration. As a case study, we demonstrate the framework using a representative MCMC accelerator—Stochastic Processing Unit (SPU) [87]—and show that end-point result quality alone is insufficient to claim correctness: the accelerator with limited precision and other aggressive approximation techniques achieves the same application end-point result quality as FP64-software, confirming the previous work, but has compromised ESS and convergence percentage results (Contribution 3). The analysis reveals that applications need to run 2× more iterations on the accelerator to achieve the same statistical robustness as FP64-software, reducing the accelerator’s effective speedup. We also demonstrate the benefits of using this framework on design space exploration to overcome the limitation of the above accelerator (Contribution 4). We find that considerable improvement in statistical robustness, comparable to FP64-software, can be achieved by slightly increasing the bit precision from 4 to 6 and removing an approximation technique, with only 1.20× area and 1.10× power.

We believe our work provides a template for analyzing statistical robustness on other accelerators. The remainder of this paper is organized as follows. Section 2 provides the necessary background and motivation for this work. The detailed description of the three pillars is in Section 3. Section 4 describes the analysis of statistical robustness on a representative accelerator and we perform design space exploration using the three pillars in Section 5. Section 6 discusses generality of the proposed methodology, limitations, and future work. Related work is presented in Section 7. Section 8 concludes the paper.

## 2 BACKGROUND AND MOTIVATION

### 2.1 Probabilistic Computing and Uncertainties

Probabilistic (stochastic) computing is a powerful approach used in many applications (e.g., image analysis [25], robotics [35], natural language processing [19], global health [32], and wireless communications [34]), which includes probabilistic models and probabilistic algorithms. Probabilistic models, such as Markov Random Fields and Bayesian Networks, represent problems as parameterized probability distributions. Probabilistic algorithms, such as MCMC and Hamiltonian Monte Carlo [62], solve problems by randomly inferring the parameters in the probabilistic models to explain observed data. Probabilistic algorithms create opportunities to provide generalized frameworks and are the only practical approach to solve certain problems, such as high-dimensional inference. Compared with Deep Neural Networks, probabilistic models are conceptually simple, compositional, and interpretable [27]. As a key feature, probabilistic computing not only produces a single-point estimate (a.k.a., the end-point result) but also a full distribution of possible outcomes: the approach not only predicts the outcome of a coin toss but also provides the probability of getting a “head”.

Bayesian Inference is an important framework in probabilistic computing, which updates the probability estimate (a.k.a., posterior distribution) for a hypothesis by combining information from prior beliefs and observed data. Suppose $X$ is the latent random variable of interest. The goal is to retrieve the posterior distribution $p(X|data)$ given the prior beliefs of $X$ and the observed data using Bayes’ theorem: $p(X|data) \propto p(data|X)p(X)$, where $p(X)$ is the prior distribution of $X$, and $p(data|X)$ is the likelihood of observing $data$ given a certain value of $X$. Both $X$ and $data$ can be scalars or multidimensional vectors.

As stated by Ghahramani [27], “uncertainty plays a fundamental part” in probabilistic machine learning. Domain experts in statistics, especially in Bayesian Inference, look beyond the end-point result and are also interested in the uncertainty of the produced result,
such as the probabilities of other possible outcomes and the overall confidence in the produced result. Hüllermeier and Waegeman wrote a comprehensive introduction to uncertainty in machine learning [37]. One way to categorize uncertainty is by its reducibility. Aleatory uncertainty is due to the inherent randomness of a problem and cannot be reduced. For example, the uncertainty of a coin toss outcome always exists no matter how many data points or how powerful of a predictor we have. Epistemic uncertainty, as Varshney and Alemzadeh also call it “uncertainty on uncertainty” [78], is due to the lack of knowledge including limited model capability, sub-optimal learning/inference algorithms, an inadequate amount of data, insufficient precision in an implementation, etc. Epistemic uncertainty can be reduced by improving the models, algorithms, implementations, and/or collecting more data: we can obtain a better idea of the ratio of “head” vs. “tail” with more coin tosses. Statistical robustness (defined in Section 1) evaluates epistemic uncertainty, and is the focus of this paper. Aleatory and epistemic uncertainties are context-dependent and not absolute notions, as noted by Hüllermeier and Waegeman.

Uncertainty can be further categorized by its source. Figure 1 illustrates the types of uncertainty from different sources. Suppose $D_{gt}$ is the ground-truth distribution—the ground-truth solution of a problem. $D_{mdl}$ is the best possible solution that can be learned/inferred given a probabilistic model (a.k.a., hypothesis space). The discrepancy depicts model uncertainty since the model may not be capable of representing the ground-truth solution. $D_{alg}$ is the learned/inferred solution from a probabilistic algorithm given observed data. The discrepancy between $D_{mdl}$ and $D_{alg}$ demonstrates learning/inference uncertainty caused by algorithms not finding the optimal solution due to either the algorithm per se or not enough observed data.

The above uncertainties are categorized by prior work [37] related to the selection of models/algorithms and the collection of data. These uncertainties are independent of the software/hardware implementations: the uncertainties exist even with FP64 precision and perfect random number generation. In practice, software

$^1$The original literature [37] refers to “learning/inference uncertainty” as “approximation uncertainty.” We rename it to avoid the confusion with “hardware approximation” which may cause implementation uncertainty in our context.

Figure 1: Different types of uncertainties adapted from Hüllermeier and Waegeman [37]. We introduce implementation uncertainty apart from prior work.

Figure 2: Stereo vision using MCMC (MRF Gibbs Sampling).

or hardware implementations often utilize approximation techniques to improve efficiency. Software implementations can use reduced floating-point representations such as TensorFloat-32 [45] or BFloat16 [82]. Hardware accelerators (see Section 2.3) often utilize limited precision, simplified pseudo-random number generators, or other custom techniques. Intuitively, these approximations potentially introduce epistemic uncertainty: for example, insufficient precision can reduce the knowledge obtainable from the numerical value of input data or intermediate results. Therefore, we introduce implementation uncertainty in addition to model and learning/inference uncertainty, to represent the uncertainty introduced by software/hardware implementations. A good software/hardware implementation should not impose significant uncertainty in the results. The goal of this paper is to quantify implementation uncertainty using statistical robustness metrics.

The rest of this section introduces the performance bottleneck of probabilistic computing using MCMC as an example, the existing probabilistic accelerators that address the bottleneck, and a representative MCMC accelerator that implements various approximation techniques.

2.2 MCMC and Sampling Overhead

In Bayesian Inference, as the dimension of data and probability distribution increase, analytically or numerically deriving the exact result of a posterior distribution becomes complicated and intractable. One approach to breaking “the curse of dimensionality” is Markov Chain Monte Carlo (MCMC), a collection of methods that solve the problems by iteratively generating samples on random variables and eventually converge to a result regardless of the initial stage.

Figure 2 shows an example using an MCMC method, Markov Random Field (MRF) Gibbs Sampling for stereo vision, proposed by previous work [6]. Stereo vision reconstructs the depth information of objects in an image pair by matching the corresponding pixels that represent the same objects. The results are presented in a disparity map, indicating the depth of the corresponding objects in the image (lighter is closer). As shown in Figure 2, the MCMC method iterates the image pixels by considering the disparity of each pixel as a random variable. For each pixel, it evaluates probabilities of each possible label (disparity outcome) and draws a sample as the output label. Each probability is determined by the label values of neighboring pixels and the initial pixel data values of the image pair, defined by First-Order MRF probabilistic graphical model [25].
The outer loop (a.k.a., iteration) iterates on the whole image until convergence.

MCMC methods rely on efficiently performing sampling in the inner loop, which involves step 1) efficiently computing the parameters of the distribution to sample from based on the observed data, and step 2) efficiently generating samples from the parameterized distribution. Unfortunately, as described in previous work [83], sampling overhead can be notably high: step 2) alone takes hundreds of CPU cycles for a simple distribution. One approach to reducing the sampling overhead is to use approximation techniques in algorithms [56, 62, 85]. Deterministic methods, such as Expectation Propagation and Variational Bayesian, are alternatives to MCMC. Although these methods are often more efficient in the applied cases, domain experts use the original MCMC as a conceptually straightforward, mathematically simple, yet accurate framework. As a result, even with sampling overhead, MCMC is one of the most popular algorithms in probabilistic computing. Other examples of MCMC applications include: Herschlag et al. quantify gerrymandering in North Carolina using MCMC sampling [35]; various researchers propose using MCMC as the inner loop for learning different types of Markov Networks [26, 76], which can be used for electronic health records analysis [5].

2.3 Specialized Probabilistic Accelerators

Meeting the needs of domain experts to overcome sampling overhead may be achieved by accelerating sampling through hardware specialization. Previous work seeks to efficiently generate specific types of distributions using FPGAs [1, 74] and specialized circuits [10]. Specialized architectures are proposed to accelerate specific algorithms and models, such as dedicated MCMC accelerators [17, 47, 53, 57, 61, 73, 88], a Bayesian Neural Networks accelerator [9], an accelerator for Stochastic Gradient Descent [54], an ASIC accelerator for Bayesian Networks [44], CMOS-hybrid MRF Gibbs Sampling Unit [83, 87], and compiler workflows to build specialized accelerators [4]. Many of these accelerators use various forms of optimizations (e.g., limited bit precision, pseudo-random number generators, etc.) to reduce area/power, allowing more individual units on a single chip and thus improving overall performance. As described above, it is important to measure (or guarantee) the correctness of these accelerators, including both end-point result quality and statistical robustness.

This paper represents a first step toward articulating a set of metrics and methodology for quantifying the statistical robustness of probabilistic accelerators. Section 3 presents our proposed methodology and we use an accelerator [87] (described below) as a case study to demonstrate how to analyze an existing accelerator and to perform design space exploration.

2.4 A Representative Probabilistic Accelerator

As a case study, we consider the Gibbs Sampling accelerator design described by Zhang et al. [87] implemented entirely in CMOS using pseudo-random number generation instead of molecular optical devices (cf. [87] Section IV). Figure 3 shows the baseline pipeline design, which we call a Stochastic Processing Unit (SPU). It is divided into four main stages with two internal decoupling FIFOs and an inverse transform method is used for the discrete sampler.

![Figure 3: The SPU pipeline derived from RSU-G [87].](image)

Given the data and neighbor labels, the first stage computes the total energy of a possible label $E(i)$ (Equation 1) each cycle, where $\alpha$ and $\beta$ are application parameters. The energy $E(i)$ is then dynamically scaled using subtraction to maximize the dynamic range (Equation 2). Both $E(i)$ and $E_s(i)$ are 8-bit unsigned integers. In the third stage, the scaled energy $E_s(i)$ is converted to a scaled probability represented in a 4-bit unsigned integer. The original probability is computed by $\exp(-E_s(i)/T)$ which is represented as a real number between (0,1] using floating-point in software, where $T$ is a fixed parameter per outer iteration. However, the probability is scaled using Equation 3 and truncated using Equation 4 to match the unsigned integer representation, where $P_{\text{bits}} = 4$ is the number of bits in the scaled probability output $p_{\text{tr}}(i)$. Additionally, probability truncation drives all scaled probabilities that are less than one to zero and $2^n$ approximation rounds all scaled probabilities down to the nearest $2^n$ integer value (Equation 4). The value of $p_{\text{tr}}(i)$ can be pre-computed and stored in a look-up table (LUT). The values in the LUT need updates if $T$ changes between iterations. The final stage of SPU generates a discrete sample per variable based on the probabilities of all possible label values $\{p_{\text{tr}}(0), p_{\text{tr}}(1), ...\}$ using the least 12-bits of a 19-bit LFSR to implement the inverse transform sampling.

$$E(i) = \alpha E_{\text{singleton}}(i) + \beta \sum E_{\text{neighborhood}} \quad (1)$$

$$E_s(i) = E(i) - E_{\text{min}} \quad (2)$$

$$p_s(i) = (2^P_{\text{bits}} - 1) \times \exp(-E_s(i)/T) \quad (3)$$

$$p_{\text{tr}}(i) = \lfloor 2^\text{log}_2 p_s(i) \rfloor \quad (4)$$

The SPU supports two operating modes: 1) pure sampling and 2) optimization (simulated annealing). Pure sampling iteratively generates Gibbs samples using constant temperature $T$, where $T$ is considered a parameter obtained during model training. When converged, the estimated distribution of a random variable (e.g., distribution of possible disparities in a pixel) can be obtained by collecting the latest $N$ samples. An exact result can be obtained from the mode of the estimated distribution, the most frequent label. The optimization mode uses simulated annealing to converge to an exact result faster by strategically decreasing the temperature $T$ [25]. $T$ is initially high so that each label has a similar probability of being selected. As $T$ decreases, labels with the lowest energy are more likely to be selected, eventually leading to convergence. The optimization mode requires fewer iterations than pure sampling mode, but cannot provide an estimated distribution which is required for uncertainty. Previous work [87] evaluates only the optimization mode.
Table 1: SPU result quality from one run per dataset.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Dataset</th>
<th>Software</th>
<th>SPU</th>
<th>Dataset</th>
<th>Software</th>
<th>SPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion estimation</td>
<td>dimetrodon</td>
<td>0.600</td>
<td>0.611</td>
<td>art</td>
<td>26.8%</td>
<td>27.7%</td>
</tr>
<tr>
<td></td>
<td>rubberwhale</td>
<td>0.371</td>
<td>0.376</td>
<td>poster</td>
<td>12.3%</td>
<td>11.0%</td>
</tr>
<tr>
<td></td>
<td>venus</td>
<td>0.460</td>
<td>0.449</td>
<td>teddy</td>
<td>26.9%</td>
<td>27.8%</td>
</tr>
</tbody>
</table>

1 Metric is end-point error [2]. Lower is better.
2 Metric is bad-pixel percentage [70]. Lower is better.

We implement the SPU in Verilog and use QuestaSim simulation to evaluate the end-point result quality of the same three applications assessed in previous work [87]: image segmentation, motion estimation, and stereo vision. Table 1 shows the result quality comparison between FP64-software and the SPU. Each result is collected by a single run per dataset in optimization mode. We validate that the SPU with a simple 19-bit LFSR as its random number generator (RNG) achieves the same result quality as the software. Image segmentation results indicate the same conclusion and are omitted for brevity. We also obtain similar high-quality application results on an Intel Arria 10 FPGA prototype. Despite these results, we are left with the question: What do the results in Table 1 indicate about the accelerator’s statistical robustness? The answer is nothing. The following sections present our initial efforts toward providing a better answer.

3 THREE PILLARS OF STATISTICAL ROBUSTNESS

To identify appropriate measures of hardware statistical robustness, we draw on known techniques utilized by domain experts to evaluate their models and algorithms. In this work, we focus on MCMC where we view it as a good starting point since domain experts have wide agreement on its statistical robustness metrics. Ideally, we could formally prove bounds on relevant metrics [23, 41]. Unfortunately, some hardware optimizations (e.g., truncation to zero) make formal proofs extremely difficult or impossible. A provable architecture introduces more complicated hardware.

Therefore, we rely on existing empirical diagnostic tests for MCMC techniques, based on foundations in statistics, to establish three pillars for assessing a probabilistic accelerator’s statistical robustness: 1) sampling quality [75], 2) convergence diagnostic [16], and 3) goodness of fit. Each pillar has at least one quantitative measure, and provides insight to application users and hardware designers. Compared with end-point result quality, which only measures the difference between a produced distribution mode and some measure of application ground-truth, the proposed pillars collectively help in understanding/explaining end-point results by providing confidence and uncertainty information, and can indicate the performance of the MCMC execution from different aspects: 1) sampling quality measures the rate of generating independent (non-correlated) samples from the target distribution in terms of iterations; 2) convergence diagnostic measures the confidence that the execution has arrived at a stable distribution as the solution; 3) goodness-of-fit measures the difference between a target distribution and the distribution obtained as a solution. The initial metrics we select for each pillar are well-accepted by domain experts. An extensive introduction to MCMC diagnostic metrics is provided by Robert and Casella [66] (Chapter 12). Note that we do not claim completeness, but we believe the pillars are necessary and comprehensively cover key aspects of probabilistic algorithms—a crucial first step.

Recall we are interested in implementation uncertainty introduced by hardware accelerators. Statistical robustness is affected by all uncertainties (i.e., model, learning/inference, and implementation). Therefore, we compare hardware accelerator results with FP64-software as the baseline to isolate the impact of hardware optimizations. The remainder of this section presents our proposed three pillars of statistical robustness.

3.1 Pillar 1: Sampling Quality

A sampling algorithm with perfect sampling quality generates independent samples. However, an MCMC sample is drawn based on the current values of random variables—the outcome of samples in the previous iteration. This dependency creates correlations between samples which is non-trivial until several subsequent samples are drawn, which can be represented as an autocorrelation time \( \tau \). This implies that by generating \( n \) samples from MCMC, only \( n/\tau \) samples can be considered independent. A sufficient number of independent samples are required to derive meaningful statistical measures (e.g., mean and variance). Note that the sample dependency is an intrinsic property of MCMC algorithms and exists even with a perfect random number generator and FP64 precision.

**Effective Sample Size (ESS)** is commonly used as a sampling quality metric that represents how many independent samples are drawn among all the dependent samples. In general, higher ESS indicates the MCMC sampler is more efficient at generating independent samples. Unfortunately, there is no consensus on a single ESS definition [28]. We use the definition discussed by Kass et al. [42] based on autocorrelation time. An alternative ESS definition is “in the custom of survey sampling” [28, 46]. Since closed form expressions for ESS are difficult, we estimate ESS using the known initial positive sequence (IPS) methods [53, 75].

\[
ESS = n / (1 + 2 \sum_{k=1}^{K} \rho(k))
\]  

We estimate ESS on a univariate random variable using Equation 5, where \( n \) is the number of dependent MCMC samples (iterations) and \( \rho(k) \) is the autocorrelation function of the sample sequence. We sum up the first \( K \) contiguous lags where \( \rho(k) + \rho(k + 1) \geq 0 \). Theoretically, \( ESS = n \) provides the best sampling quality where all samples are independent; however, Equation 5 is an estimate of ESS, and thus it is numerically possible that \( ESS > n \).

The above ESS method cannot be directly applied to our evaluation for two reasons. First, many MCMC problems are high-dimensional (many random variables). For example, in stereo vision a 320x320 input image has 102,400 dimensions. The above ESS does not account for multidimensional problems. Furthermore, the above ESS has no definition when all collected samples have the same value (zero empirical variance), which is possible in practice as shown in Section 4. An ideal metric can report a scalar ESS value to account for both issues. While methods exist to report multivariate...
ESS [79], to our knowledge they are not practical in our case and they do not allow zero variance for any variable.

To address multi-dimensionality, we consider each dimension (each pixel in our applications) as a separate random variable (RV) to compute ESS per dimension separately and report a scalar value: the mean ESS of all dimensions. To further address zero variance, we propose two metrics: 1) mean “overall” ESS that omits the random variables with zero variance in software and hardware implementations, respectively; and 2) mean “active” ESS, a paired metric that only includes the random variables with non-zero variance in both software and hardware. Section 4 suggests overall ESS is biased toward software due to small but non-zero variance. Active ESS omits small variance in software, which can potentially benefit hardware implementations. Algorithms 1 and 2 outline the procedure of computing the two metrics.

**Pillar Insight.** If ESS is low it may take more MCMC iterations to achieve an acceptable ESS. If a hardware accelerator produces substantially lower ESS than software, the additional iterations may reduce its effective speedup.

**Algorithm 1: Overall ESS**

**Input:** trace of multidimensional samples \(X\) from a MCMC run, from software or hardware implementations.

\[
\text{sum\_ESS} = 0, \text{num\_valid\_rvs} = 0
\]

for \(x\) (trace of each univariable RV in \(X\)) do

if \(\text{variance}(x) \neq 0\) then

\[
\text{sum\_ESS} += \text{ESS}(x)
\]

\[
\text{num\_valid\_rvs}++
\]

end

**Output:** \(\text{overall\_ESS} = \text{sum\_ESS}/\text{num\_valid\_rvs}\)

**Algorithm 2: Active ESS**

**Input:** trace of multidimensional samples \(X_{sw}\) from a MCMC run in software, and \(X_{hw}\) in hardware implementations.

\[
\text{sum\_ESS\_sw} = 0, \text{sum\_ESS\_hw} = 0
\]

\[
\text{num\_valid\_rvs} = 0
\]

for \(x_{sw}\) (trace of each univariable RV in software) in \(X_{sw}\) and \(x_{hw}\) (trace of corresponding RV in hardware) in \(X_{hw}\) do

if \(\text{variance}(x_{sw}) \neq 0\) and \(\text{variance}(x_{hw}) \neq 0\) then

\[
\text{sum\_ESS\_sw} += \text{ESS}(x_{sw})
\]

\[
\text{sum\_ESS\_hw} += \text{ESS}(x_{hw})
\]

\[
\text{num\_valid\_rvs}++
\]

end

**Output:** \(\text{active\_ESS\_sw} = \text{sum\_ESS\_sw}/\text{num\_valid\_rvs}
\)

\(\text{active\_ESS\_hw} = \text{sum\_ESS\_hw}/\text{num\_valid\_rvs}\)

### 3.2 Pillar 2: Convergence Diagnostic

An important question for an MCMC method is when to stop iterating, determined by when the MCMC is converged. Similar to ESS, the time to convergence is used to analyze algorithms and input data when using software even with FP64 and sophisticated random number generators. Multiple methods exist to measure the convergence. A comprehensive review is provided by Cowles and Carlin [16]. We use Gelman-Rubin’s \(\hat{R}\) [8, 24], a popular quantitative method provided by many statistical packages, to measure whether a univariate random variable (e.g., a pixel in stereo vision) is converged at a certain iteration.

Gelman-Rubin’s \(\hat{R}\) potential scale reduction factor estimates the convergence by comparing the between-chain variance \(B\) and within-chain variance \(W\) across multiple independent runs on the same MCMC instance\(^2\). Equations 6 to 9 show the computation to obtain an \(\hat{R}\) given the sample trace \(x\) from \(m\) independent MCMC runs, each with \(n\) samples. \(\sigma^2_w\) is an overestimate on the variance of a random variable. As a rule of thumb [8, 24], a univariate random variable is considered converged when \(\hat{R} < 1.1\). Typically larger \(\hat{R}\) indicates that more iterations are needed to converge. Note that the \(\hat{R}\) method requires a random value initialized from an overdispersed distribution. We meet this requirement by initializing random variables (i.e., initial labels of pixels) uniform-randomly.

\[
B/n = \frac{1}{m-1} \sum_{j=1}^{m} (\bar{x}_j - \bar{x})^2 \tag{6}
\]

\[
W = \frac{1}{m(n-1)} \sum_{j=1}^{m} \sum_{t=1}^{n} (x_{jt} - \bar{x}_j)^2 \tag{7}
\]

\[
\hat{\sigma}_w^2 = \frac{m}{m-1} \frac{(n-1)W + B/n}{n} \tag{8}
\]

\[
\hat{R}^2 = \frac{m+1}{m} \hat{\sigma}_w^2 - \frac{n-1}{mn} \tag{9}
\]

A scalar convergence diagnostic is preferred for multi-dimensional applications. Similar to ESS, handling high dimensions and the random variables with zero empirical variance \((W = 0)\) is challenging using existing methods [8, 80]. The original Gelman-Rubin’s \(\hat{R}\) metric has no definition at \(W = 0\). Considering each dimension as a separate random variable (RV), we propose an extended procedure (shown in Figure 4) to consider a random variable converged when \(B = 0\) and \(W = 0\), which indicates all samples are the same value from different iterations and MCMC runs. A random variable is not considered converged when \(B > 0\) and \(W = 0\), which indicates samples are the same value within MCMC runs, but different across MCMC runs. We propose convergence percentage, the percentage of converged univariate random variables, as our new metric. Algorithm 3 outlines the procedure of computing convergence percentage.

**Pillar Insight.** Low convergence percentage indicates that more iterations are needed for the model to converge. If a hardware

---

\(^2\)An MCMC instance refers to the same input data, model and configuration parameters.
accelerator takes substantially more iterations to converge than the software, the additional iterations may reduce its effective speedup.

### Algorithm 3: Convergence percentage

<table>
<thead>
<tr>
<th>Input:</th>
<th>trace of multidimensional samples $X$ from $m$ MCMC runs, from software or hardware implementations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>num_converged_rvs = 0, num_rvs = 0</td>
<td></td>
</tr>
<tr>
<td>for $x$ (trace of each univariable RV) in $X$ do</td>
<td></td>
</tr>
<tr>
<td>if $(\hat{R}(x)&lt;1.1) \text{ or } (B = 0 \text{ and } W = 0)$ then</td>
<td></td>
</tr>
<tr>
<td>num_converged_rvs++</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>num_rvs++</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
<tr>
<td>convergence_percentage = num_converged_rvs/num_rvs*100 (in %)</td>
<td></td>
</tr>
<tr>
<td>Output: convergence_percentage</td>
<td></td>
</tr>
</tbody>
</table>

### 3.3 Pillar 3: Goodness of Fit

Understanding the “goodness of fit”, the difference between endpoint results produced by the software and by the hardware accelerator, is important to evaluate the overall quality of the hardware accelerator in absence of ground-truth data. We provide two “goodness of fit” approaches: 1) using application-specific data to measure how good the hardware results fit a reference software result; 2) using a distribution divergence measurement to evaluate all possible data inputs and provide the worst-case divergence.

#### 3.3.1 Application Data Analysis

We are interested in how close or different the results are between the software and hardware. Popular quantitative metrics for “goodness of fit” include Root Mean Squared Error (RMSE) and coefficient of determination ($R^2$). We choose RMSE given the value of $R^2$ can be misleading by the small variance of the software results. RMSE measures the root of average squared difference between the result from a hardware MCMC run and a reference software run, ranging from 0 to infinity where lower is better. Due to the stochastic nature of MCMC methods, each MCMC run can have different end-point results for either software or hardware. To account for this variation, we compute RMSE for both hardware and software with respect to a reference software result from multiple MCMC runs. The reference software result is obtained using the mode of multiple software runs to minimize the result variation in a single software reference run.

#### 3.3.2 Data-independent Analysis

Recall the step-1 of sampling is computing the probability distribution to sample from. Hardware approximations in this step introduce divergence from the distribution obtained from FP64-software. Quantifying the distribution divergence of hardware from software provides 1) insights on why the results are good (or bad), 2) how the hardware may perform on unobserved data, and 3) the worst-case divergence with arbitrary input data.

One popular divergence measurement is Kullback-Leibler (KL) divergence. Given the same input data, model, configuration parameters, and states of neighbors, the distribution of a given random variable is computed as $P_{sw}$ from FP64-software and $P_{hw}$ from a hardware implementation. KL divergence ($D_{KL}$) from $P_{hw}$ to $P_{sw}$ is defined in Equation 10. $\chi$ is a collection of all possible outcomes of the random variable and $i$ is a possible outcome.

$$D_{KL}(P_{sw}\|P_{hw}) = \sum_{i \in \chi} P_{sw}(i) \log \frac{P_{sw}(i)}{P_{hw}(i)}$$

One major drawback of KL-divergence is it goes to infinity when any entry of $P_{hw}(i)$ is zero while $P_{sw}(i)$ is non-zero, which is likely to happen under the hardware technique of truncating small probabilities to zero, and thus cannot be directly applied to our study. Therefore, we choose Jensen-Shannon Divergence (JSD) as our divergence measurement [50], shown in Equation 11. JSD is defined based on KL-divergence, where $M = (1/2)P_{sw} + (1/2)P_{hw}$. Note that KL-divergence is asymmetric but JSD is symmetric: $D_{JS}(P_{sw}\|P_{hw}) = D_{JS}(P_{hw}\|P_{sw})$. A lower JSD is preferable, showing distributions of a random variable computed from FP64-software and hardware implementations are close.

$$D_{JS}(P_{sw}\|P_{hw}) = \frac{1}{2}D_{KL}(P_{sw}\|M) + \frac{1}{2}D_{KL}(P_{hw}\|M)$$

Evaluating JSD on arbitrary data inputs for a random variable with many possible labels, such as in stereo vision, is challenging in both analytical and empirical approaches given the complicated mathematical representation and the large parameter space. In this work, we evaluate the JSD in binary label cases, such as in foreground-background image segmentation.

**Pillar Insight.** Substantially worse RMSE or JSD results for a hardware accelerator means it is likely producing low-quality application end-point results and more iterations or model/hardware design changes may be required.

### 4 Analyzing Existing Hardware

We apply the three pillars of statistical robustness on an existing hardware implementation, the Stochastic Processing Unit (SPU) described in Section 2.4.

#### 4.1 Methodology

In this work, we consider a single SPU as it is sufficient to explore the statistical robustness questions. Development of an accelerator prototype with multiple SPUs is beyond the scope of this work. We primarily utilize MATLAB for both FP64-software and a functionally equivalent SPU simulator. Importantly, we also have SPU implementations in Verilog, Chisel, and HLS all with verified results.

We choose stereo vision and motion estimation as our test applications. Motion estimation infers the motion vectors of image pixels in a frame of a video with respect to its next sequential frame. The concept of applying MRF Gibbs Sampling on motion estimation is similar to stereo vision as described in Section 2.2, except the output label is a 2D motion vector of a pixel, indicating where the pixel moves to in the next frame. Each disparity per pixel in stereo vision is treated as a random variable. Each 2D motion vector per pixel in motion estimation is considered as two random variables $x$ and $y$. We pick three datasets from Middlebury [2, 70] for each application. We use FP64 runs to find the application parameters (e.g., $\alpha$ and $\beta$). Motion estimation has one set of parameters for all datasets, and stereo vision has two sets for all datasets. Some parameters can be optimized in a training process, which is beyond the scope of this paper. We also considered, but omit, image segmentation...
4.2 Results Analysis

4.2.1 Sampling Quality. We analyze ESS on SPU compared with the FP64-software by collecting the last 1,000 iterations of MCMC runs in the two applications. We evaluate the ESS per random variable and report the arithmetic mean. Figure 5 shows an example ESS per random variable in stereo vision teddy dataset. Red regions indicate the random variables with zero variance, and thus ESS cannot be calculated. Due to truncating small probabilities to zero, more random variables in the SPU have zero variance than in the software. We consider a random variable with zero variance inactive. The percentage of inactive random variables with respect to the total (a.k.a. inactive percentage) in three stereo vision datasets are 26.9% for art, 44.6% for poster, and 26.2% for teddy in the SPU, compared with 0.3% for art, 4.1% for poster, and 1.4% for teddy in the software. Motion estimation exhibits similar inactive percentages. Zero variance means the probability of a possible label is large enough that all random samples pick the same label empirically, which can indicate convergence. The variance of corresponding inactive random variables in FP64-software is consistently small, indicating the random variable is likely to consistently pick the same label as well—a concentrated distribution. Therefore, a high inactive percentage does not necessarily imply bad result quality.

Figure 6 shows the ESS arithmetic mean for a single MCMC run per dataset. We verify that different runs have small ESS differences (≤ 6 in stereo vision). The mean overall ESS eliminates the random variables with zero variance in the software and hardware, respectively. Figure 5 reveals that the inactive regions in the SPU (red) correspond to the regions with high ESS in FP64-software due to small but non-zero variance (yellow), and thus overall ESS is biased toward the software. Therefore, we also report the mean active ESS which only includes the regions with non-zero variance in both FP64-software and the SPU, where ESS is more meaningful. As a consequence, the active ESS eliminates the regions with small variance in the software, which can potentially benefit the SPU. The importance of these small variance needs to be evaluated and we are actively looking for methods to account for these regions. The software has 1.1-1.4× higher active ESS than the SPU in stereo vision and around 1.2× in motion estimation. This implies the SPU needs to run 1.1-1.4× iterations to reach the same active ESS as the software. These extra iterations will reduce the speedups (2.8-5.5× and up to 84×) reported in previous work [83, 87].

4.2.2 Convergence Diagnostic. We evaluate the convergence diagnostic of the SPU using the proposed convergence percentage metric. Each convergence percentage value is collected from 10 runs per dataset. Each run forfeits the first half of iterations as the burn-in period and only keeps the second half, as proposed by previous work [8]. Recall a random variable is considered converged if $\hat{R} < 1.1$ or both within-chain variance $W$ and between-chain variance $\hat{W}$ are small enough that all random samples pick the same label empirically, which can indicate convergence. The variance of corresponding inactive random variables in FP64-software is consistently small, indicating the random variable is likely to consistently pick the same label as well—a concentrated distribution. Therefore, a high inactive percentage does not necessarily imply bad result quality.

Figure 6 shows the ESS arithmetic mean for a single MCMC run per dataset. We verify that different runs have small ESS differences (≤ 6 in stereo vision). The mean overall ESS eliminates the random variables with zero variance in the software and hardware, respectively. Figure 5 reveals that the inactive regions in the SPU (red) correspond to the regions with high ESS in FP64-software due to small but non-zero variance (yellow), and thus overall ESS is biased toward the software. Therefore, we also report the mean active ESS which only includes the regions with non-zero variance in both FP64-software and the SPU, where ESS is more meaningful. As a consequence, the active ESS eliminates the regions with small variance in the software, which can potentially benefit the SPU. The importance of these small variance needs to be evaluated and we are actively looking for methods to account for these regions. The software has 1.1-1.4× higher active ESS than the SPU in stereo vision and around 1.2× in motion estimation. This implies the SPU needs to run 1.1-1.4× iterations to reach the same active ESS as the software. These extra iterations will reduce the speedups (2.8-5.5× and up to 84×) reported in previous work [83, 87].

Figure 7: Convergence percentage (higher is better) results. For stereo vision we run software with $0.33 \times$, $0.50 \times$, $0.67 \times$, and $1 \times$ the number of SPU iterations, while motion estimation runs the same number of iterations for both.
shows the results. The number of iterations is normalized with respect to SPU runs in stereo vision (0.33×, 0.5×, 0.67×, and 1×) and are the same in motion estimation. Overall, convergence percentage is high in both the software and the SPU: more than 80% of random variables in stereo vision and more than 90% in motion estimation. More than 99.5% of random variables with W = 0 in the SPU are converged. In stereo vision, the SPU reaches the same or better convergence percentage than the software with 2× iterations. This indicates the SPU needs to at least 2× faster in order to have a better overall performance in this application in terms of convergence percentage. The SPU has higher convergence percentages than the software in motion estimation, indicating the SPU converges faster in this application. Note that converging to a distribution faster does not necessarily lead to a better end-point result. The goodness of fit should be evaluated.

4.2.3 Goodness of Fit. Figure 8 shows the RMSE box plots of 10 MCMC runs per dataset compared with a reference result obtained by the mode of 10 software runs per dataset. Solid boxes show the range from 25th to 75th percentile with the medians of data as the horizontal lines inside. The whiskers include the range of data that are not considered as outliers. We use 1.5× interquartile range as the rule to decide outliers, shown as pluses. The whiskers of the software and the SPU overlap in all stereo vision benchmarks (barely for teddy sampling mode), suggesting close results. RMSE results in motion estimation are visually different in Figure 8b. However, these differences are small considering the scale of y-axis. The software and the SPU produce closer results in simulated annealing optimization mode. Figure 9 shows the end-point result quality using ground-truth data and application metrics. Most whisks of the software and the SPU overlap except for art in stereo vision and rubberwhale in motion estimation, both of which are in sampling mode. In optimization mode, the whisks of the software and the SPU overlap, indicating the difference in end-point result quality is very small. This is consistent with the single-run results in Table 1. Note that no obvious differences between FP64-software and the SPU are visually observable in the stereo vision disparity maps and the motion estimation flow maps.

It seems intuitive to assume that FP64-software should produce no worse results than the hardware with limited precision, truncation, and a simplified RNG. We find this assumption holds in most but not all cases. We observe that in sampling mode of dimetrodon, the SPU has consistently lower end-point result error (Figure 9b) but higher RMSE (Figure 8b) than in FP64-software. To better understand this result, we examine per-pixel differences of end-point error between the software reference and the SPU, as shown in Figure 10. Blue regions correspond to lower end-point error in the SPU and yellow to lower end-point error in the software. The figure suggests the software and the SPU have strengths in different regions, which potentially leads to a high RMSE compared to the software reference.

This result indicates two insights: 1) software with higher precision does not necessarily produce better application end-point result quality, and 2) a higher RMSE compared to software does not always indicate worse application end-point result quality. Although bad pixel-percentage results are consistent with RMSE in stereo vision, the general link between the goodness of fit measure and the application end-point result quality needs to be further explored. This confirms that collectively applying all three pillars, not just end-point result, is necessary to evaluate correctness.

We analyze the Jensen-Shannon Divergence of SPU relative to the software with FP64 probability representation. Our goal is to
provide insights on why hardware exhibits good or bad application end-point results and how it may perform with arbitrary input data. We assume each random variable has a binary distribution in this analysis. By sweeping a wide range of possible energy inputs \( E(i) \) (refer to Equation 1) from 0 to 255 in integer, corresponding to arbitrary data inputs, Figure 11 plots JSD for two temperatures (1 and 10) and two different SPU microarchitectures: 1) the SPU described in Section 2.4 and 2) an early design [83]—1st-gen RSU-G—that was shown to lack sufficient precision and dynamic range [87]. These results clearly show the problems with the 1st-gen RSU-G. The more recent SPU has negligible JSDs in most energy inputs (blue regions), whereas the 1st-gen RSU-G has high JSD (>0.2, yellow) for many inputs and becomes worse when the temperature decreases, which explains the poor application result quality. A key difference between these two designs is dynamic scaling for energy values in the SPU, which is not present in the 1st-gen RSU-G.

5 DESIGN SPACE EXPLORATION: A CASE STUDY

The previous section shows that architectural optimizations might have a negative influence on statistical robustness, even while producing comparable end-point results to FP64-software. The question is can we achieve desirable end-point result quality and statistical robustness without the commensurate overhead of FP64? To answer this question, we use the three pillars to explore the SPU design space.

5.1 Design Trade-offs

The SPU pipeline (Figure 3) has several design parameters related to bit precision that potentially influence statistical robustness, including energy \( E(i) \) and \( E_s(i) \), scaled and truncated probability \( \rho_{tr}(i) \), and RNG output bits. We fix energy \( E(i) \) and \( E_s(i) \) at 8 bits based on previous work [57, 87]. The number of bits in \( \rho_{tr}(i) \) considerably influences the size of the energy-to-probability converter and the discrete sampler. We evaluate three design points with 4-bit, 6-bit, and 8-bit \( \rho_{tr}(i) \)s. The influence of RNG output bits is small compared to \( \rho_{tr}(i) \) and we find a 19-bit LFSR with 12-bit RNG outputs does not reduce the statistical robustness or result quality across all design points, although the period is notably short compared with RNGs used in other accelerators [9, 47, 57]. Understanding the influence of RNGs on the probabilistic algorithms is very challenging and needs continual efforts [13, 14, 71, 77].

The SPU truncates all \( \rho_{tr}(i) \)s to the nearest 2\(^n\) values, called 2\(^n\) approximation [87], enabling efficient energy-to-probability conversion by comparing the boundaries of energy values. Without 2\(^n\) approximation, a double-buffered 256-entry LUT is required to store the \( \rho_{tr}(i) \) values to achieve a stall-free design. We evaluate the statistical robustness of each scaled probability design point with and without 2\(^n\) approximation. The above design parameters generally do not directly influence the SPU per-iteration execution time assuming the same interface at the same clock frequency. However, a design with lower precision may take more iterations to converge. On the other hand, higher precision requires more area and power affecting the number of SPU units in systems with a limited area/power budget. Detailed system-level architecture investigations are beyond the scope of this paper.

5.2 Evaluating Design Parameters

Figures 12-19 show our design space results. We explain stereo vision results in detail and highlight motion estimation results where needed since both applications show consistent results. Starting from the current SPU design ("spu"), we analyze the statistical robustness by gradually increasing the precision: 1) replace the 19-bit LFSR sampler with an FP64 Mersenne Twister sampler while keeping the front-end pipeline unchanged ("spu_a"); 2) increase the bit width of \( \rho_{tr}(i) \) to 4, 6-bit ("spu6a" and "spu4a"), with 2\(^n\) approximation; 3) remove 2\(^n\) approximation ("spu", "spu6", and "spu4"); and 4) keep front-end pipeline up to the scaled energy \( E_s(i) \) output unchanged, but has an FP64 back-end for probability conversion and discrete sampling ("spu_d").

5.2.1 Sampling Quality. Figure 12a shows overall ESS, which omits random variables with zero variance for each design, respectively. Recall this metric can create bias that benefits FP64-software for variables with small but non-zero variance. Overall ESSs increase when more bits are added, partly as a result of fewer random variables inactive in either FP64-software or the SPU. With 2\(^n\) approximation, increasing bit precision does not close the gap in active ESS with the software. Without 2\(^n\) approximation, 6 or 8-bit \( \rho_{tr}(i) \) have comparable overall and active ESS to software. As expected, increasing bit precision decreases the difference between
overall and active ESS due to fewer inactive variables. Results for motion estimation are similar, shown in Figure 16.

5.2.2 Convergence Diagnostic. Figure 13 shows the convergence percentage increases with the increasing bit precision. In contrast to ESS, $2^n$ approximation improves the convergence percentage under the same bit precision. Hardware with 6-bit and 8-bit $P_{TR}(i)$ with and without $2^n$ approximation produces comparable convergence percentage to FP64-software. All designs except "p4" produce the same or higher convergence percentage compared with FP64-software for motion estimation shown in Figure 17. All values of convergence percentage are high (> 90%) in motion estimation.

5.2.3 Goodness of Fit. Figure 14 shows RMSE results compared with software reference results. Observable lower RMSEs can be found in stereo vision art when increasing the bit precision from 4 to 6. Differences of RMSEs are hard to notice when further increasing the precision given whiskers largely overlap in most datasets.
Application end-point results in Figure 15 exhibit the same trends. All designs produce comparable result quality to the software in simulated annealing (optimization), consistent with Table 1. We highlight the following results for motion estimation (Figures 18 and 19): 1) the design parameters have a negligible influence on application end-point result quality (end-point error) except "p4" in a couple of cases, which performs observably worse; 2) all designs except "p4" produce better end-point error than the software for dimetrodon with sampling; 3) all designs produce slightly worse end-point error than the software for rubberwhale with sampling; and 4) gaps exist between the software and all hardware designs.
Table 2: Resource usage and performance of various SPU implementations on Arria 10 FPGA.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Verilog</th>
<th>HLS-int</th>
<th>HLS-fp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (MHz)</td>
<td>374</td>
<td>369</td>
<td>320</td>
</tr>
<tr>
<td>ALMs</td>
<td>321</td>
<td>1,189</td>
<td>4,407</td>
</tr>
<tr>
<td>Registers</td>
<td>680</td>
<td>2,551</td>
<td>7,932</td>
</tr>
<tr>
<td>Memory Bits</td>
<td>1,472</td>
<td>10,688</td>
<td>49,536</td>
</tr>
<tr>
<td>DSPs</td>
<td>4</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>Initiation Interval (Cycles)</td>
<td>1</td>
<td>10</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 3: Area (μm²) and Power (mW) Analysis in ASIC.

<table>
<thead>
<tr>
<th>Design</th>
<th>Area</th>
<th>Power</th>
<th>Design</th>
<th>Area</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>spu</td>
<td>1957</td>
<td>2.17</td>
<td>p4</td>
<td>2112</td>
<td>2.21</td>
</tr>
<tr>
<td>p6a</td>
<td>2134</td>
<td>2.31</td>
<td>p6</td>
<td>2356</td>
<td>2.38</td>
</tr>
<tr>
<td>p8a</td>
<td>2309</td>
<td>2.46</td>
<td>p8</td>
<td>2599</td>
<td>2.54</td>
</tr>
</tbody>
</table>

including “pd” for RMSE, but not for end-point error. These results confirm the importance of using all three pillars. Overall, we summarize 1) optimization is more robust than sampling at producing good result quality across various designs, and 2) increasing the scaled probability to 6 bits produces comparable goodness of fit and end-point results to FP64-software.

5.3 Resource Usage

5.3.1 FPGA. We evaluate three different implementations of the SPU on an Intel Arria 10 FPGA [40]: 1) an optimized hand-written Verilog implementation with 4-bit scaled probability, 2) a High-Level Synthesis (HLS) implementation (HLS-int) that matches the hand-written Verilog (but using HLS basic integer data-types), and 3) an HLS implementation with a 32-bit floating-point (FP32) back-end after energy computation (HLS-fp), eliminating the energy scaling stage. HLS-fp is developed in order to assess the option of directly using FP32 representation inside the SPU for probability conversion and sampling. Table 2 shows the synthesis results. HLS-int is close to the Verilog implementation in terms of performance (frequency and initiation interval), but consumes more resources. The resource usage of HLS-int can be further decreased by using reduced-precision integers. HLS-fp consumes 13.7× ALMs, 33.7× memory, 6.3× DSPs compared to Verilog and most importantly performs remarkably worse due to its lower frequency and throughput (initiation interval) caused by the FP addition [39]. Clearly, naively implementing the SPU in FP32 consumes too many resources and significantly reduces the performance benefits. A human-designed architecture is needed to improve efficiency.

5.3.2 ASIC. We estimate the ASIC area/power for various design points. Circuit elements written in Chisel are synthesized in a predictive 15nm library [59] using Synopsys Design Compiler. Memory elements (FIFOs and LUTs) are estimated using Cacti 7 [3] in 22nm technology, the smallest supported technology. The designs are verified using stereo vision art. Table 3 summarizes the results. Total area/power numbers are the sum of 15nm circuitry and 22nm memory elements. Power is estimated at 1GHz. Since Cacti requires widths in multiples of bytes, we estimate a double-buffered 2×256-byte LUT (537 μm² and 0.32 mW) and a 64-byte FIFO (215 μm² and 0.18 mW) with an 8-bit port, and linearly scale them to target widths of 4 and 6 bits. All designs can run up to 3.3GHz, bounded by the SPU energy computation stage. Increasing the SPU $p_{\text{spu}}(i)$ from 4-bit to 6-bit precision while keeping the $2^n$ approximation ("p6a") incurs 1.09× area and 1.07× power overheads, but has considerably better statistical robustness. Removing $2^n$ approximation ("p6") adds double-buffered LUTs for energy-to-probability conversion, thus incurs 1.20× area and 1.10× power overheads. Despite a 10% difference in area, we advocate the 6-bit designs without $2^n$ approximation in an ASIC for better sampling quality if area is not a major concern. The benefit from further increasing the bit-precision is marginal based on the previous analysis.

6 DISCUSSION

Our work takes an important first step to introduce the architecture community to widely used evaluation methods from the statistics community. Historically, the popular approach to evaluating design correctness of an accelerator is to simply compare end-point results against a software baseline considered accurate using standard input data sets and metrics. We argue this is necessary but not sufficient to claim correctness of probabilistic accelerators given domain experts in statistics are interested in the full distribution of the possible results, including end-point results and quantified uncertainty (statistical robustness). A degradation in statistical robustness may require more algorithm iterations and thus offset the improved efficiency provided by hardware/software optimization. Our proposed framework—the three pillars of statistical robustness—includes techniques commonly used by domain experts to quantify uncertainty and make statistical guarantees regarding full distributions. In absence of ground-truth, the three pillars provide confidence about end-point results and uncertainty. Good statistical robustness is likely to achieve good end-point results. Nevertheless, we advocate assessing both end-point results and statistical robustness, when possible, for correctness. Note that the proposed pillars can be used for software implementations that exploit recently introduced data types, such as BFloat16 [82] or Microsoft Floating Point [67]. We utilize the pillars in the context of hardware since the trade-off between robustness and performance/power/area is critical and has been previously overlooked.

We discuss statistical robustness starting with MCMC accelerators where domain experts have clear agreement on the appropriate evaluation metrics. The selected pillars and metrics are well-accepted by Bayesian statisticians, although we do not claim completeness we believe they comprehensively cover key aspects of statistical robustness. The analysis of other metrics and methods (e.g., MCMC standard error [20]) might help identify limitations of selected metrics. The challenges of directly applying existing metrics motivate us to propose modified processes and a new metric (convergence percentage) for reporting scalar measures for sampling quality and convergence diagnostic. Our proposals are conceptually straightforward, but could benefit from domain experts developing metrics with stronger theoretical foundations. Meanwhile, the adequateness of rule-of-thumb $\hat{R} < 1.1$ to determine
convergence is under debate [80]. Additionally, defining “good enough” statistical robustness is a valuable future work.

Our work uses a representative MCMC accelerator and two computer vision applications as a case study. Applying the three pillars to other MCMC accelerators, applications, and models remains future work. Our proposed processes and metrics apply to other MCMC accelerators and applications, especially for those when directly applying existing methods is difficult due to high dimensionality and random variables with zero variance. Applications with continuous random variables and low dimensionality may utilize the unmodified metrics within each pillar. The effects of some hardware approximations are unknown for applications that require information from variables with very low variance, such as rare event simulation.

We argue that bringing statistical robustness into the architecture design process applies to all types of accelerators, with the evolution/refinement of pillars/metrics. The key to choosing pillars/metrics for broader use is to appropriately address uncertainty. The proposed pillars or metrics may be used for other probabilistic algorithms. For example, both ESS and \( \hat{R} \) are used for evaluating performance and robustness of Hamiltonian Monte Carlo [7]. Convergence diagnostic \( p_{\text{plug}} \) is used for evaluating the process of Stochastic Gradient Descent [11, 64]. Diagnostics are available for Variational Inference, such as Pareto Smoothed Importance Sampling (PSIS, or \( \hat{R} \)) [61] and Variational Simulation-Based Calibration (VSBC) [66]. These metrics may be useful in our framework to indicate robustness when evaluating the corresponding accelerators.

We believe the idea of evaluating statistical robustness is also necessary for Deep Neural Networks (DNN) if full distributions are of interest, which may be achievable if using appropriate uncertainty metrics. Compared with MCMC, metrics for quantifying uncertainty in DNNs are various and rapidly evolving. Krishnan and Tickoo [48] summarize several metrics for classification tasks, including predictive entropy [72], variation ratio [21], and mutual information [72]. Recent work proposes methods to extract aleatory and/or epistemic uncertainties, such as those proposed by Kendall and Gal [43], Kwon et al. [49], Postels et al. [65], Monte-Carlo dropout [22], Prior Networks [56], etc. It is interesting to see how these metrics could be adapted into the process of designing robust DNN accelerators.

7 RELATED WORK

Section 2.3 discussed various specialized accelerators for probabilistic algorithms. Other accelerators exist for deterministic Bayesian Inference [38, 51]. A benchmark for Bayesian Inference models is proposed for performance evaluation [84]. Previous work addresses some statistical metrics for MCMC accelerators. Mansinghka and Jonas [57] evaluate data input precision using KL-divergence and QQ plots. Liu et al. [53] argue using ESS/second as a performance metric for MCMC samplers. Mingas et al. [61] use both ESS/second and KL-divergence. A recent GPU MCMC method [31] uses a convergence diagnostic to decide stopping point. Multiple goodness of fit statistical tests exist, such as Kolmogorov–Smirnov test (KS-test), Analysis of Variance (ANOVA), a kernel two-sample test [29], a goodness-of-fit test based on Stochastic Rank Statistic (SRS) [68], etc. These metrics all belong to one of three pillars proposed in this work and we argue all three pillars are needed to fully characterize the statistical robustness of an MCMC accelerator. Theoretical studies provide error bounds for MCMC with algorithmic approximation techniques given mathematical assumptions [23, 41]. Studies (e.g., Darulova [18]) and tools (e.g. Gappa++) [52] are available for evaluating quantization error, which are important but orthogonal to statistical robustness. Methods are proposed to make statistical guarantees on end-point results for approximate computing [55, 63], which are conceivably useful to find acceptable end-point quality loss and to evaluate goodness-of-fit. Analytical and empirical studies have been done on evaluating limited precision in neural networks [15, 30, 36, 69].

8 CONCLUSION

Probabilistic computing is an important branch in statistical machine learning with the advantage of interpretability and generality. Many specialized architectures using approximation techniques have been proposed to address sampling inefficiency of probabilistic algorithms. These domain-specific accelerators should provide correct execution of the original algorithms. Current evaluation methodologies that focus only on end-point result quality are not adequate for evaluating probabilistic algorithms, since the correctness defined by domain experts includes both end-point results and statistical robustness. Therefore, we claim a probabilistic architecture should provide some measure (or guarantee) of statistical robustness. This work takes a first step toward defining metrics and a framework for evaluating correctness of probabilistic accelerators beyond application end-point result quality.

We propose three pillars of statistical robustness: 1) sampling quality, 2) convergence diagnostic, and 3) goodness of fit. The pillars are built on quantitative metrics with the necessary modifications to account for high-dimensionality and zero empirical variance that occurs in practical cases. We apply the three pillars to an existing hardware accelerator and surface design issues that cannot be revealed by only using application end-point result quality. We show how the three pillars can guide design space exploration and achieve considerable improvements in statistical robustness by slightly increasing bit precision. This work takes an important step in raising awareness that correctness for probabilistic accelerators is more than application end-point accuracy.
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