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Abstract

Large-scale, cache coherent, distributed shared memory multiprocessors constitute an 

important and growing segment of the server market. Overall performance in such 

systems depends on compute performance, memory performance, and interconnec­

tion network performance. Interconnection network performance lies on the critical 

path of remote misses (which is the key communication mechanism in distributed 

shared memory multiprocessors) and consequently, poor network performance can 

significantly reduce overall system performance.

While there are a number of techniques that have enhanced interconnection net­

work performance significantly, known performance problems due to network satura­

tion at high offered loads that result in poor bandwidth and high latencies continue to 

pose a challenge to system designers. The symptoms of the problems are as follows: 

the achieved throughput goes up with offered load steadily till a certain point beyond 

which there is a sudden and significant drop in throughput (and a corresponding in­

crease in latency). This occurs due to imbalances in network resource usage as well 

as the lack of fast feedback resulting in routers making decisions using only locally 

available information that may be globally detrimental.

Solutions to this problem can be broadly classified into two categories: (a) con­

gestion control solutions and (b) load balancing solutions. This thesis proposes and 

evaluates one congestion control technique and two load balancing techniques to 

overcome the performance problems in k-ary, n-cube networks at high loads.

The first technique is a self-tuned congestion control mechanism— Tune—that has 

two key features: (a) it uses global congestion information to throttle the offered load 

when saturation is imminent and thus ensures that the network stays in the high- 

bandwidth, low latency region of operation and (b) it has a global throughput-driven

iii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



self-tuning mechanism that enables it to adapt to various communication patterns. 

Simulations with various communication patterns show that Tune is able to prevent 

the sudden drop in performance that occurs at saturation. Tune can be used with 

both wormhole and virtual cut-through switched networks.

The second technique— congestion-aware via routing—attempts to achieve load 

balancing to prevent saturation. In this technique, packets are directed away from 

congested network regions using global congestion information by requiring them to 

go via certain intermediate nodes. I demonstrate that this technique achieves limited 

improvements for non-uniform traffic patterns. Simulations show that the benefits of 

congestion aware via-routing, even with perfect global knowledge, are not compelling. 

These results illustrate the inherent limits of load balancing in the minimum rectangle 

and this key insight leads to the next technique.

Finally, I propose a new non-minimal routing (i.e. packets can be routed on hops 

that take them farther from the destination) algorithm—BLAM —that goes beyond 

the constraints of minimal routing which I assumed for the first two techniques. 

Non-minimal routing can deliver better performance because of the additional rout­

ing flexibility. However, because packets can go farther from the destination, livelock 

is a concern in non-minimal routing. Existing non-minimal routing algorithms either 

require costly and non-scalable implementations of router-wide priorities or they of­

fer only probabilistic guarantees of livelock-freedom. In contrast, BLAM  achieves 

the higher performance of non-minimal routing by using lazy misroutes without the 

drawbacks, i.e., it offers deterministic guarantees of livelock freedom by using limited 

misroutes. Simulations show that BLAM  achieves performance similar to chaotic 

routing, which is a high-performance non-minimal routing algorithm with only prob­

abilistic guarantees of livelock freedom.

iv
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Chapter 1: 
Introduction

The market for large-scale cache-coherent distributed shared-memory multiprocessor 

machines (DSMPs) with 16 or more processors has tripled in the past four years [9]. 

In 2001 this server market resulted in an annual revenue of $9 billion. Roughly 

half of this revenue resulted from large-scale machines with 32 or more processors. 

Today most major vendors, such as IBM [12, 22], HP [29, 43, 32], SGI [54], and 

Sun Microsystems [9], offer machines that scale up to a large number of processors 

(usually between 24 and 512).

These systems (Figure 1.1) typically consist of a set of nodes that can communi­

cate over an interconnection network. As shown in Figure 1.1, each node consists of 

a processing element (PE), memory (including caches) and a router. The intercon­

nection network connects all the routers and allows communication between various 

nodes.

The memory wall problem in uniprocessor design is useful to illustrate the criti- 

cality of interconnection network performance in DSMP performance. In the unipro­

cessor system context, the growing gap between processor and memory speeds poses 

a challenge. Memory hierarchies and processor techniques to “tolerate” cache-miss 

latencies mitigate this problem to an extent, but the gap is too wide to be completely 

tolerated. This results in processor stalls and reduces overall performance. Conse­

quently, there is a need for high bandwidth and low latency miss servicing to ensure 

that the processor does not stall waiting for data.

The same problem of miss-service latency and bandwidth is exacerbated in DSMP 

systems because a cache miss may potentially suffer the interconnection network de­

lay in addition to the memory latency (Figure 1.2). High latencies and/or poor

1
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MEM

NETWORK

Figure 1.1: Distributed Shared Memory Systems with k-ary, n-cube networks

bandwidth can increase the time required to service remote cache misses and has the 

potential to increase processor stall time. As such, high bandwidth, low latency inter­

connection network performance is desirable in order to achieve high system perfor­

mance in demanding server applications , such as databases [51]. Further, the advent 

of multiprocessor systems built with highly aggressive, out-of-order, and speculative 

microprocessors, simultaneous multithreaded processors [21], and chip multiproces­

sors [16], promises to dramatically increase the offered load on such multiprocessor 

networks.

Unfortunately, network packets are often delayed due to transient network conges­

tion. Consequently, many interconnection networks employ virtual cut-through and 

adaptive routing algorithms. Virtual cut-through pipelines a packet among multiple 

routers and buffers it entirely at a router when the packet header is blocked due to 

congestion. This reduces congestion around a router by removing packets from the 

network links. Adaptive routing routes packets around congested spots in a network 

(by adapting to the network state) to achieve higher throughput from the network. 

Virtual channels also help reduce congestion by reducing head-of-line waiting. How­

ever, inspite of significant benefits from the use of techniques mentioned above, there 

remain known performance bottlenecks [48] at high loads due to network saturation.

2
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F ig u re  1.2: Interconnection network on Critical Path

Tree saturation occurs when multiple packets contend for a single resource (e.g., a 

link between nodes) creating a hot-spot. Since only one packet can use the resource, 

other packets must wait. These waiting packets occupy buffers and thus delay other 

packets, even though they may be destined for a completely different node and share 

only one link on their paths to their respective destinations. This process continues, 

waiting packets delay other packets producing a tree of waiting packets that fans out 

from the original hot-spot.

The performance degradation caused by network saturation can be severe, as illus­

trated in Figure 1.3. The y-axis corresponds to delivered bandwidth (flits/node/cycle) 

while the x-axis shows offered load in terms of packet injection rate (packets/node/cycle). 

The two lines correspond to different communication patterns: randomly selecting 

a destination node (random), and using the node number with its bits inverted as 

the destination (complement) . (I explain communication patterns in greater detail in 

Section 5.4.3.)

From Figure 1.3 we can make two important observations. First, both communi­

cation patterns incur dramatic reductions in throughput when the network reaches 

saturation. The second observation is that the network saturates at different points 

for the different communication patterns.

The space of solutions to the problem of performance degradation at network

3
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Figure 1.3: Performance Breakdown at Network Saturation, 16x16 2D network, 
adaptive routing, deadlock recovery

saturation can be divided into two broad sub-spaces: congestion control mechanisms 

and load-balancing schemes. The congestion control approach throttles injection 

of new packets into the network so as to keep the network operating in the high 

bandwidth, low latency region of operation. This region of operation corresponds to 

the peak in Figure 1.3 at loads slightly lower than saturation load. The load balancing 

approach tries to prevent imbalances in load in different regions of the network. The 

rationale behind this approach is that load imbalances can cause network delays in a 

small region of the network that can propagate quickly because of the tree-saturation 

phenomenon.

1.1 Contributions

The contributions of this thesis are the design and evaluation of the following three 

techniques to achieve high bandwidth, low latency interconnection network operation

4
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Figure 1.4: Minimal Adaptive Routing w/deadlock recovery and Chaotic Routing

at high loads. The first technique falls under the congestion control category and the 

second two techniques fall under the load balancing categories.

•  Self-tuned, global knowledge based, congestion control. One way to prevent net­

work saturation is to use source throttling, which prevents source node packet 

injection when congestion is detected. An oracle could achieve this by knowing 

both the communication pattern and the packet injection rate that maximizes 

performance. The challenge is to develop a realistic implementation that can 

prevent performance degradation at network saturation and adapt to variations 

in communication patterns.

I propose a self-tuned, global knowledge based congestion control mechanism 

that achieves both objectives. The two key innovations of this technique are: (a) 

faster feedback via the use of global congestion information and (b) a through­

put driven self-tuned congestion control mechanism that adapts to changes in

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



communication patterns.

•  Congestion-aware via routing: An alternate way would be achieve load balanc­

ing by making sure that packets do not flood congested regions of the network. 

This prevents congestion from building up in regions of the network and thus 

prevents saturation. I use a mechanism called via-routing that routes packets 

towards certain intermediate nodes (via nodes) en route to the destination node. 

The key innovation of my technique is the use of of global knowledge to direct 

packets to congestion free regions of the network by using global-congestion- 

aware via-node selection policies.

• BLAM  routing: Earlier, we had seen the performance bottleneck of minimal 

adaptive routers, i.e., routers that ensure that packets get closer to the desti­

nation with each hop, at high loads due to network saturation. Interestingly, 

however, non-minimal routing algorithms, which allow packets to take hops 

that take them farther from the destination, may perform significantly better 

than a minimal adaptive routing algorithm (Figure 1.4) at high offered loads. 

This is because non-minimal routing algorithms offer greater routing freedom 

compared to a minimal adaptive routing algorithms (Figure 1.5.) Figure 1.4 

compares the performance of a minimal adaptive router with the Chaos router, 

which is a non-minimal adaptive router. The minimal adaptive routing algo­

rithm saturates and, thereby, causes the performance to degrade rapidly beyond 

a certain offered load. Chaos’ performance is better on two counts: (a) satu­

ration occurs at higher loads and (b) there is no degradation in performance 

at saturation. Unfortunately, the better performance of Chaos is achieved at 

the cost of weaker livelock-freedom guarantees. Chaotic routing offers no de­

terministic guarantee of livelock-freedom—only a probabilistic guarantee that

6
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Figure 1.5: Routing Options Minimal vs. Non-minimal

the chance of a packet continuously circulating in the network diminishes with 

each hop.

Unfortunately, in spite of its high performance, to the best of my knowledge 

no commercially available interconnection network uses the Chaos routing al­

gorithm, even though it has been over a decade since the design was proposed. 

The presence of livelo cks-however low its probability may be-causes network 

designers to shy away from using such algorithms in real products. The chal­

lenge is to develop a solution that has the benefits of each of the two routing 

algorithms (minimal adaptive and Chaos) without either technique’s pitfalls. I 

propose a new non-minimal routing algorithm—BLAM —that has the best fea­

tures of minimal (deterministic guarantees of deadlock- and livelock-freedom) 

and non-minimal routing (better performance due to improved flexibility) with­

out the drawbacks of either. The key innovations of this technique are the use of 

lazy misrouting (to prevent spurious and wasteful misrouting) with bypassing 

(to eliminate head-of-line waiting) and the use of limited misroutes (to ensure 

livelo ck-freedom).

7
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1.2 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 provides background 

information and discusses related work. The next three chapters describe and eval­

uate three techniques to achieve high bandwidth low latency network operation in 

interconnection networks. Chapter 3 describes a congestion control mechanism that 

relies on global information for faster feedback and self-tuning for adapting to various 

communication patterns. Chapter 4 proposes a mechanism for congestion aware via- 

routing that attempts load balancing to overcome the performance problems at high 

loads. Chapter 5 describes a new high performance non-minimal routing algorithm— 

BLAM —that is guaranteed to be livelock- and deadlock-free. Chapter 6 summarizes 

and concludes this thesis.

8
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Chapter 2: 
Background and Related Work

2.1 Background

High performance interconnection networks in tightly coupled multiprocessors can be 

achieved by using wormhole [14, 15] or virtual cut-through switching [35], adaptive 

routing [28], and multiple virtual channels [13]. Many commercial machines [43, 

53, 39] use a combination of these techniques for their interconnection networks. 

In these systems communication occurs by sending packets of information that are 

routed independently through the network. Each packet is composed of flits (flow 

control units) that are transferred between network nodes.1 Usually, the header flit(s) 

contains information necessary to choose a route to the destination.

In wormhole switching, when a node receives the header flit (which typically 

contains the routing information), it immediately selects a route and forwards the 

flit to the next node. This can provide very low latency compared to store-and- 

forward routing where the entire packet is received by a node before forwarding it. 

However, when a packet blocks in a wormhole network, its flits occupy buffer space 

across several network nodes. In contrast, virtual cut-through routers can buffer the 

entire blocked packet within a single node while also providing low latency at light 

loads, since they forward packet headers without waiting for the whole packet to 

arrive.

In the rest of this section, I describe the network topology and the router archi­

tecture I consider in this thesis.

1For ease of exposition I assume each network node contains a processor, memory and a network 
router.

9
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2.1.1 N etw ork Topology

In this thesis, I consider direct networks of the k-ary, n-cube topology. Direct networks 

are networks where each node can produce/ consume network packets (i.e. each node 

has a processor and memory). In contrast, indirect networks may have intermediate 

switches which relay other packets but do not produce/consume any traffic.

One attractive property of indirect networks is that the node containing the pro­

cessor can use all the available pin bandwidth exclusively for its communication 

needs. In an integrated direct network, part of the node’s pin bandwidth may be 

used to relay packets of two other nodes in the system. However, this thesis does not 

consider indirect networks (such as fat-trees, multistage interconnection networks) 

for two reasons: (1) The trend towards higher integration and system-on-a-chip is 

leading towards direct networks since the processor, caches and router can all be inte­

grated on one die, (2) Indirect networks can be modeled with direct networks where 

certain hosts do not produce/ consume any traffic, essentially acting as intermediate 

switches.

Of the various possible topologies among direct networks, this thesis considers 

the k-ary, n-cube topology (which is an n-dimensional matrix with k nodes along 

each dimension and wrap-around edges) because it has many desirable properties, 

k-ary, n-cube networks have a large number of alternate routes between a source and 

a destination, k-ary, n-cube topologies are a broad family that include many popular 

topologies such as rings (k-ary, 1-cube), meshes (k-ary, 2-cube with some routing 

restrictions) and hypercubes (2-ary, n-cube).

2.1.2 Base R outer A rchitecture

Above, I described the network architecture. Here I discuss the architecture of each 

router in the network. Figure 2.1 shows the minimal, adaptive router with multiple

10

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



P hysical
LinkO

P hysical 
Link 1

Injection 
Link

VCO
r—lllll

Routing an d  Arb. Unit

VC1
L m ir

VCO

MTDT
VC1

L i r

VCO

VC1
MIDI

4 ..............

II 4

II * ii-
Main

|| 1
XBar

]J ® Hr

*

*

*

—am— 

—am—
MDM-

Physical
I j n k O

Physical 
Link 1

Ejection
Link

Figure 2.1: Base Minimal, Adaptive Router with Multiple Virtual Channels

virtual channels that I use as the base case router in the rest of this thesis. The next 

few paragraphs describe each of these characteristics of my base router in greater 

detail.

Each node has several incoming and outgoing network physical links and injec­

tion/ejection channels through which packets enter/exit the network. The physical 

channels are logically split into multiple virtual channels, each with its own buffers. 

The routing and arbitration unit sets up the crossbar connections linking input buffers 

to output buffers. Flits deposited in the output buffer are transferred across the phys­

ical link into the corresponding input buffer at the neighboring node.

A packet hop is classified as profitable or minimal if it takes the packet closer to 

its destination. A hop that takes a packet farther from its destination is known as a 

misroute or a non-minimal hop. A profitable channel is a channel on which a packet 

can make a profitable hop. We can classify routers as minimal or non-minimal. A 

minimal router offers only profitable hops whereas a non-minimal router may offer 

misrouting hops as well.

11
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Adaptive routing dynamically chooses from multiple potential routes based on 

current local network state. This offers more routing flexibility compared to a de­

terministic routing algorithm, and thus provides higher performance. Unfortunately, 

full adaptive routing can cause deadlock cycles. The next section describes ways to 

handle deadlock cycles that form due to adaptive routing.

2.1.3 Deadlock H andling in M inim al A daptive R outers w ith Escape Paths

Virtual channels allow multiple packets to share a single physical link and can be 

used to eliminate deadlocks. Deadlock avoidance schemes work by preventing the 

cyclic dependencies between storage resources. In particular, I consider a scheme 

that reserves a small set of virtual channels for deadlock-free routing [18], while the 

remaining virtual channels use fully adaptive routing. This technique guarantees 

forward progress, since packets routed over the special channels will never deadlock, 

and eventually free up resources for the fully adaptive channels. The Alpha 21364 

router [43] is an example of a system with multiple virtual channels, adaptive routing 

and deadlock avoidance.

Deadlock recovery [38] is an alternative to deadlock avoidance that can potentially 

achieve higher performance. Deadlock recovery uses full adaptive routing on all 

virtual channels, detects when deadlocks occur (typically via timeouts), then recovers 

by routing packets on a deadlock-free path which uses a central per-node buffer. This 

is the primary difference from deadlock avoidance, which requires buffers per physical 

channel.

In either deadlock avoidance or recovery, the frequency of deadlocks in the adap­

tive channels increases dramatically when the network reaches saturation [38]. When 

this occurs, packets are delivered over the relatively limited escape bandwidth avail­

able on the deadlock-free paths. This causes a sudden, severe drop in throughput

12
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and corresponding increase in packet latency.

2.2 Related Work

The contribution of this thesis is the design and evaluation of three techniques to 

overcome the problem of performance degradation at saturation and to sustain high- 

bandwidth, low latency network operation. In this section, I discuss previous research 

and its relation to the three techniques. Section 2.2.1 describes various research stud­

ies that used the congestion control techniques and compares it with my technique 

described in Chapter 3. Section 2.2.2 describes previous load-balancing research and 

its relation to my congestion aware via-routing technique described in Chapter 4. 

Finally, Section 2.2.3 describes the livelock, deadlock and performance issues that 

crop up when non-minimal routing is considered. This provides the background for 

Chapter 5 where I describe and evaluate a non-minimal routing algorithm—BLAM.

2.2.1 Congestion Control

Most previous work on congestion control for multiprocessor networks relies on esti­

mating network congestion independently at each node and limiting packet injection 

when the network is predicted to be near saturation. This reduces the problem 

to finding a local heuristic at each node to estimate network congestion. Lopez et 

al. [40, 41] use the number of busy output virtual channels in a node to estimate con­

gestion. Baydal et al. [4] propose an approach that counts a subset (free and useful) 

of virtual channel buffers to decide whether to throttle or not. Because the above 

schemes rely on local symptoms of congestion, they lack knowledge about the global 

network state, and are unable to take corrective action in a timely manner. This 

reduces their effectiveness under different network load levels and communication 

patterns.

13
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Smai and Thorelli describe a form of global congestion control [56]. A node that 

detects congestion (based on time-outs) signals all the other nodes in the network to 

also limit packet injection. This approach requires tuning the appropriate time-outs, 

and when the timeouts are tuned for robustness at higher loads, there is a performance 

penalty for light loads. Scott and Sohi describe the use of explicit feedback to inform 

nodes when tree-saturation is imminent in multistage interconnection networks [52]. 

This approach also requires tuning of thresholds. The technique proposed by Kim et 

al. [36] allows the sender to kill any packet that has experienced more delays than a 

threshold. This approach pads shorter packets to ensure that the sender can kill a 

packet at any time before its first flit reaches the destination. This can cause larger 

overheads when short messages are sent to distant nodes.

The above techniques for congestion control in multiprocessor networks all at­

tempt to prevent network saturation at heavy loads. Unfortunately, these techniques 

either require tuning, lack necessary information about a network’s global state to 

take preventive actions in a timely fashion, or do not provide high performance under 

all traffic patterns and offered load levels.

Flit-reservation flow control is an alternative flow control technique which im­

proves the network utilization at which saturation occurs [47]. It uses control flits to 

schedule bandwidth and buffers ahead of the arrival of data-flits. This pre-scheduling 

results in better re-use of buffers than waiting for feedback from neighboring nodes to 

free up buffers. Basak and Panda demonstrate that consumption channels can be a 

bottleneck that can exacerbate tree saturation. They show that saturation bandwidth 

can be increased by having an appropriate number of consumption channels [3].

LANs (Local Area Networks) and WANs (Wide Area Networks) use self-tuned 

congestion control techniques. Various flavors of self-tuning, end-to-end congestion 

avoidance and control techniques have been used in the TCP protocol [33, 6]. TC P’s
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congestion control mechanism uses time-outs and dropped/ unacknowledged packets 

to locally estimate global congestion and throughput. If congestion is detected, the 

size of the sliding window, which controls the number of unacknowledged packets 

that can be in flight, is reduced. Floyd and Jacobson [26] proposed a scheme where 

TCP packets are dropped when a router feels that congestion is imminent. Dropped 

packets give an early indication to end hosts to take corrective action and scale 

back offered load. Floyd [25] also proposed a modification of TCP where “choke 

packets” are explicitly sent to other hosts. Ramakrishnan and Jain describe a similar 

mechanism for DECbit to explicitly notify congestion whereby gateways set the ECN 

(Explicit Congestion Notification) bit depending on average queue size [50].

Congestion control in ATM [34] uses explicit packets called Resource Management 

(RM) cells to propagate congestion information. Switches along the packet path 

modify bits in the RM cells to indicate the highest data rate they can handle. The 

end-hosts are limited to using the maximum data-rate indicated by the switches to 

not overwhelm the network and/or switches.

Congestion control mechanisms for LANs and WANs that involve dropping pack­

ets are not directly applicable in multiprocessor networks. Some LANs and WANs 

can drop packets because higher network layers will retransmit dropped packets for 

reliable communication. The dropped packets serve as implicit hints of network 

congestion. However, multiprocessor networks are typically expected to guarantee 

reliable communication. Thus, additional complexity would have to be built-in to 

store and retransmit dropped packets. The alternative idea of propagating conges­

tion information explicitly can be used.

The challenge is in determining the appropriate set of mechanisms and policies 

required to provide a self-tuned congestion control implementation for preventing 

saturation in multiprocessor networks. In Chapter 3, I present my solution for regu-
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lar interconnection networks with adaptive routing, wormhole switching, and either 

deadlock recovery or deadlock avoidance.

My solution— Tune—is based on two key innovations that collectively overcome 

the limitations of previous congestion control techniques. First, I use a global knowl­

edge based congestion estimation that enables a more timely estimate of network 

congestion. The second component is a self-tuning mechanism that automatically 

determines when saturation occurs allowing throttling packet injection. Chapter 3 

describes and evaluates the Tune congestion control mechanism.

2.2.2 Load Balancing in the M inim um  R ectangle

Load balancing schemes generally try to distribute packets evenly over the network. 

One mechanism that has been widely studied to achieve this is to require packets 

to traverse certain intermediate nodes on the way to their respective destination 

nodes. W ith such a mechanism, the problem of balancing load reduces to selecting 

intermediate nodes evenly over the network. The mechanism of requiring packets to 

traverse intermediate nodes is also called multi-phase routing.

Valiant [64] proposed a two-phase routing scheme that randomly selected a single 

via-node that was not necessarily in the minimum rectangle. While this approach 

guarantees balanced loads and good worst case behavior, it effectively doubles the 

expected path-length for each packet. Nesson et al. [44] describe a non-adaptive 

routing technique called ROMM routing which uses multiphase-routing by selecting 

random via-nodes in the minimum rectangle, but their scheme requires twice as many 

virtual channels as phases to achieve deadlock-free routing in a torus. Towles and 

Dally [62] demonstrate that the worst case behavior of ROMM routing is poorer than 

that of static dimension-ordered routing.

The Randomized Load Balancing (RLB) algorithm by Singh et al [55] uses two
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levels of load balancing. It uses quadrant selection to balance global link loads. This 

results in non-minimal routing as well. It uses 2-phase routing within the selected 

quadrant to balance load locally. This scheme is not adaptive and further, it penalizes 

performance on well-behaved traffic patterns though it improves the performance for 

adversarial communication patterns.

Overlay networks [1] on top of the Internet achieve better performance through 

load balancing and fault tolerance by routing packets via overlay nodes that would 

not normally be on the path if the underlying Internet mechanism had routed the 

packet. Resilient overlay networks [2] use fast feedback to detect heavily loaded net­

work regions (as indicated by packet loss rates) faster than the underlying Internet 

infrastructure and hence are able to direct packets over lightly loaded networks in 

a timely manner. However, in overlay networks on the Internet, the problem is not 

only because of slower feedback, but also because the underlying Border Gateway 

Protocol (BGP) deliberately exposes less information than it has. This is done to 

achieve scalability. In contrast, in distributed, shared memory multiprocessor net­

works with adaptive routing, there is no such artificial restriction on routing freedom. 

But lack of fast feedback can still result in load imbalances and consequent perfor­

mance degradation.

The Source Demand Routing Protocol (SDRP) is an Internet protocol that lets 

source nodes specify the inter-domain hops of packets. However, the impementation 

of SDRP depends on deployment of SDRP-capable routers. In the absence of SDRP 

routers, routing defaults to ordinary hop-by-hop routing as in Border Gateway Pro- 

tocol(BGP) and Internet Domain Routing Protocol (IDRP). A version of SDRP for 

IPv6 called Explicit Routing Protocol (ERP) is also in the works.

For local area networks, Flich et al. [24] propose a scheme to select via nodes, 

to achieve shortest path routing in up*/down* routed irregular networks such as
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Myrinet. This technique of breaking a route into sub-routes retains deadlock-freedora 

and achieves shortest paths.

The key innovations of my congestion-aware via-routing scheme, which is de­

scribed and evaluated in greater detail in Chapter 4, is the use of global information 

to achieve centralized adaptive routing within the minimum rectangle. The goal is to 

use global buffer occupancy information and specify, at the source node, that packets 

move away from heavily loaded network regions. This is different from distributed 

adaptive routing in which adaptive routing decisions are made at each hop to achieve 

local load balance. Simulation results show the limitations of load balancing within 

the minimum rectangle and thus gives the necessary insight for achieving better per­

formance with a new non-minimal routing algorithm—BLAM.

2.2.3 Deadlock, Livelock and Perform ance I s s u e s  in Nonm inim al Adap­

tive Routers

Adaptive routing systems (including out base minimal adaptive router) may be prone 

to deadlocks. Previously I discussed one approach to handling deadlocks in adaptive 

channels: guarantee that packets are able to make forward progress on a logically 

separate subnetwork. Deadlock avoidance [18] and deadlock recovery [38] are exam­

ples of this approach. Below, I discuss a different approach to deadlock handling in 

non-minimal adaptive routers that differs in its performance under heavy load and 

in its livelock-freedom guarantees.

Deflection routing is another class of routing algorithms that avoid deadlocks in 

virtual cut-through networks by ensuring that no packets are blocked indefinitely. 

This technique works for networks where the number of input network channels is 

equal to the number of output channels at each node. This property makes it possible 

to match every incoming packet to an output channel. However, such a matching
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cannot guarantee that all matched pairs correspond to profitable routes. In fact, 

using this approach to prevent deadlocks requires an unlimited number of misroutes. 

This approach eliminates the need for deadlock-free escape paths, but guarantees of 

livelock freedom are either weaker (probabilistic) or they come at the cost of added 

complexity to implement timestamping and router-wide priorities.

Synchronous deflection routers [23, 31, 42, 57, 58] assume that all packets arrive 

at an input port at the same time and they are routed to the output ports in a single 

step. Non-synchronous routers use the same principle of deflection routing but relax 

the constraint of synchronous operation by adding buffers that can hold incoming 

packets while waiting for output channels to become free [45, 37]. Such routers need 

additional mechanisms like the packet exchange protocol [45] to prevent deadlocks. 

This protocol demands that if a node a sends a packet on a link to a neighboring 

node b, node a should also be prepared to accept a packet from node b. The Chaos 

router [37] belongs to this category. Ngai et al. [45] and Coates et al. [11] describe 

other examples of non-synchronous deflection routers.

Ngai et al. propose a timestamp based technique to eliminate livelocks, by ensur­

ing that the oldest packet in the network is never misrouted. This guarantees deter­

ministic livelock freedom but the implementation of router-wide priorities (e.g. find­

ing “oldest” packet at the router) can complicate the router and add overheads. The 

S-connect interconnect of the S3.mp system is another example of a non-synchronous 

deflection router [46]. Incoming packets that cannot be mapped to channels indicated 

by the routing table may be routed on any random channel. S-connect also uses an 

implementation of timestamping and router-wide priorities to guarantee livelock free­

dom.

I use the Chaos router [37] as a representative of non-synchronous deflection rout­

ing algorithms as it compares very well against previous deflection routers. The Chaos
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router does not provide deterministic guarantees of livelock-freedom, thus eliminat­

ing the need to implement router-wide priorities. Instead, it uses randomization to 

select packets to misroute causing the probability of a packet remaining undelivered 

to diminish with time.

In the above discussion, I outlined a design space of routers with minimal adaptive 

routers -  which disallow misroutes and thus eliminate livelocks -  on one end, and 

chaotic routing -  which achieves high performance and deadlock freedom by allowing 

unlimited, lazy misroutes but offers only probabilistic guarantees of livelock-freedom 

-  on the other end. In the Chapter 5, I analyze this design space of routers with 

respect to network performance, livelock-freedom and deadlock-freedom guarantees. 

This analysis provides the insight necessary to develop a routing algorithm—BLAM— 

that has the best features of both classes of routers. Compared to the congestion 

control approach, BLAM offers an additional advantage as it increases the applied 

load at which saturation occurs and avoids throughput degradation at saturation 

without placing limits on packet injection beyond those imposed by simple back­

pressure.
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Chapter 3:
Tune: A Self-tuned Congestion Control
M ech an ism

This chapter presents a self-tuned, global information based, congestion control 

mechanism— Tune—for k-ary, n-cube interconnection networks. In general, conges­

tion control techniques work by throttling packets at the source when they detect 

that saturation is imminent.

One key innovation of Tune is the use of global information that takes distant 

network conditions into account. Global information enables detection of distant 

network congestion earlier than alternative approaches described in previous stud­

ies (Section 2.2.1) that wait for network backpressure to create locally observable 

indicators of congestion (e.g., local buffer occupancy, timeouts). Tune uses global 

knowledge of the number of full network buffers to estimate network congestion. 

This global buffer occupancy is compared against a “threshold” to control packet 

injection. If it is higher than the threshold, packet injection is stopped. When the 

buffer occupancy drops below the threshold, packet injection is resumed.

The second key aspect of the Tune source throttling scheme is a self-tuning mech­

anism that monitors network throughput and automatically determines the appropri­

ate threshold value. This eliminates manual tuning and allows my scheme to adjust 

to variations in communication patterns.

I believe that my congestion control mechanism is generally applicable to a broad 

range of packet-switched, multiprocessor networks, including virtual cut-through [35] 

networks and wormhole networks [15, 14], However, in this thesis, I evaluate the 

technique in the context of wormhole switched, ft-ary, n-cube networks.

Simulation results for a 16-ary, 2-cube (256 node network) show that the Tune
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congestion control technique prevents the severe performance degradation caused by 

network saturation. By limiting packet injection, my scheme sustains high through­

put and low latency. Compared to an alternative approach that uses local estimates 

of congestion [4], Tune is superior because global congestion estimation enables it 

to detect congestion in its early stages. I also show that a single static threshold 

cannot accommodate all communication patterns because a single threshold over­

throttles some workloads and does not prevent saturation in other ones. In contrast, 

simulations reveal that my self-tuning technique automatically adapts to various com­

munication patterns, including bursts of different patterns.

Section 3.1 and Section 3.2 discuss the two key innovations of this chapter. Sec­

tion 3.1 presents the proposed global information gathering scheme and Section 3.2 

describes the self-tuned congestion control scheme. Section 3.3 and Section 3.4 

present the experimental methodology and simulation results, respectively. Sec­

tion 3.5 summarizes this chapter.

3.1 Gathering global information

Any congestion control implementation requires a timely way to detect network con­

gestion. Previous techniques estimate network congestion using a locally observable 

quantity (e.g., local virtual buffer occupancy, packet timeouts). While these esti­

mates are correlated to network congestion, waiting for local symptoms of network 

congestion is less useful primarily because, by that time, the network is already over­

loaded.

Consider the case when network congestion develops at some distance from a 

given node. Schemes that use local heuristics to estimate congestion rely on back­

pressure to propagate symptoms of congestion to the node (e.g. filling up of buffers, 

increase in queue delays, etc.). The node takes no corrective action until congestion

22

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



symptoms are observed locally.

It is possible to detect network congestion in its early stages by taking global 

conditions into account. To achieve this, I use the fraction of full virtual channel 

buffers of all nodes in the network as the metric to estimate network congestion. 

This ensures that far away congestion is accounted for early enough to take corrective 

action. However, there is additional cost, both hardware and latency, to propagate 

the global information.

Tune counts full buffers to estimate congestion but does not take the distribution 

of these full buffers among the nodes into account. At first glance, this appears to be 

a serious limitation because it is unable to distinguish between a case with localized 

congestion (i.e., a large fraction of full buffers are in relatively few nodes in the 

network) and a benign case (in which the same number of full buffers are distributed 

more or less evenly among all the nodes of the network). But the adaptivity of Tune’s 

self-tuning mechanism reduces the impact of this problem by setting the threshold 

differently in the two cases. Tune will set a higher threshold for the benign case than 

for the case with localized congestion.

In the next section, I show how global information can be gathered with reasonable 

cost and used to achieve a robust, self-tuned congestion control implementation.

3.1.1 Im plem enting Global Inform ation Gather

Tune requires that every node in the network be aware of the aggregate number of 

full buffers and throughput for the entire network. (The relationship between full 

buffers, offered load and delivered bandwidth is explained in Section 3.2.) There are 

a variety of ways to implement this all-to-all communication. In this section, I study 

two alternatives: meta-packets, and a dedicated side-band.

One approach to distribute information is to send out special meta-packets con-
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taining the congestion and throughput information. The required all-to-all commu­

nication can be guaranteed by this approach. However, guaranteeing delay bounds 

involves additional complexity. Meta packets flooding the network will also consume 

some of the bandwidth and may add to the congestion. Adding a high-priority vir­

tual channel reserved for these meta-packets is one way of addressing these concerns. 

My experiments show that even the addition of a high-priority virtual channel is 

not sufficient to ensure timely information distribution for the purpose of congestion 

control. I discuss the meta packet mechanism in Section 3.4.5 in greater detail.

For the rest of this chapter, I use an exclusive side-band reserved for communicat­

ing the congestion and throughput information. This is the costliest implementation 

in terms of additional hardware and complexity. However, it is easy to guarantee 

delay bounds on all-to-all communication and it does not affect performance of the 

main data network. While the extra bandwidth available on the side-band could be 

used for general packet routing, it will only postpone network saturation for a short 

time, and not provide a complete solution like my congestion control scheme.

Apart from meta packets and side-bands, it may be possible to piggy-back the 

extra information on normal packets and use this as an information distribution 

mechanism. However, this approach has the disadvantage that it is difficult to guar­

antee all-to-all communication. Since only nodes involved in communication see the 

piggy-backed information, it is possible that some nodes will not see the information 

for an extended period of time, if at all. As such, I do not consider this information 

distribution mechanism in this thesis.

To compute the global buffer occupancy using the exclusive side-band, I use a 

dimension-wise aggregation scheme. Assume the side-band incurs a neighbor-to- 

neighbor communication delay of h cycles. Every node communicates its number 

of full buffers and throughput in both directions along the lowest dimension of the
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Figure 3.1: Dimension-wise global aggregation.

network. Each node that receives such information computes the aggregate and has 

the aggregate information for all its neighbors along the zeroth dimension at the 

end of k j 2 hops or (k/2) * h cycles. The nodes then communicate the aggregates 

to neighbors along the next higher dimension. Continuing this procedure along ev­

ery dimension, global aggregation in a full-duplex, ft-ary,n-cube network completes 

in (k/2) * h * n cycles. Assuming h = 2, for the 16-ary, 2-cube network configu­

ration (n =  2, k =  16) it takes 32 cycles. I refer to the time for such an all-to-all 

communication as the gather-duration (g).

The mechanism described above provides g-cycle delayed snapshots of the network 

congestion every g cycles. Tune’s congestion control policy requires a comparison, 

in every cycle, between the current estimated congestion to the threshold. If the 

system is currently at time t  and the previously observed network snapshots have 

been observed at 52, Si, S0 and so on, Tune must estimate the network congestion 

at time t based on the previous snap-shots of global network congestion.

The simplest solution is to use the state observed in the immediately previous
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Figure 3.2: Estimation of global congestion : Previous Snapshot vs. Linear Extrap­
olation.

network snapshot until the next snapshot becomes available. I use a linear extrapo­

lation based on the previous two network-snapshots as an estimate of congestion. In 

general, any prediction mechanism based on previously observed network states can 

be used to predict network congestion. On average, I found the linear extrapolation 

technique yields an improvement in throughput of 3% for the deadlock avoidance 

configuration and 5% for the deadlock recovery configuration over using the state 

seen in previous network snapshot.

To communicate congestion information, nodes exchange full buffer counts. The 

number of bits needed to represent this information depends on the number of buffers 

in the network. The network configuration I use and the number of bits needed to 

represent congestion information for that configuration is specified in Section 3.3.

In summary, global measurement of virtual buffer occupancy provides an early 

estimate of network congestion. This estimate is compared against a threshold to 

determine if packet injection should stop or resume. Obtaining information on the 

global state of the network is only part of the solution. To translate this congestion 

estimate to good congestion control, Tune has to properly choose the threshold.
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Tune's self-tuning mechanism, described in the next section, dynamically tunes the 

threshold to the appropriate values.

3.2 Self-Tuning Mechanism

Proper threshold selection is a crucial component of my congestion control implemen­

tation. Inappropriate threshold values can produce unstable behavior at high loads 

or unnecessarily limit performance for light loads. Furthermore, there is no single 

threshold that works well for all communication patterns. This section presents a 

technique to automatically determine the proper threshold value.

The goal of Tune's self-tuning mechanism is to maximize delivered throughput 

without dramatic increases in packet latency. Therefore, we can view the task as an 

optimization problem with delivered bandwidth as an objective function dependent 

on the number of full virtual buffers. Consider the relationship between offered load, 

full buffers and delivered bandwidth (See Figure 3.3). As offered load increases from 

zero, the number of full virtual buffers and delivered bandwidth also increase. When 

saturation occurs, the delivered bandwidth decreases while the number of full virtual 

buffers continues to increase.

Tune's self-tuning technique is attempting to find the number of full virtual buffers 

(i.e., the threshold value) that maximizes delivered throughput (B in Figure 3.3). To 

achieve this, Tune uses a hill-climbing algorithm including a technique to avoid local 

maxima. It is possible obtain a measure of global network throughput (the objective 

function) in a manner similar to the way Tune obtains the global count of full virtual 

buffers (see Section 3.1.1). Nodes exchange the number of flits delivered in the past 

g cycles to measure throughput. Since the maximum possible delivered bandwidth 

is 1 flit/node/cycle, the count will not exceed g * NodeCount.
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Full Buffers (%)

Figure 3.3: Throughput vs. Full Buffers

3.2.1 Hill Climbing

To automatically tune the threshold, Tune begins with an initial value based on 

network parameters (e.g., 1% of all buffers). Using intuition about the relationship 

between the number of full buffers and delivered bandwidth, I specify a tuning de­

cision table that indicates when the threshold value must be increased or decreased. 

Too low a value (A or lower in Figure 3.3) prevents the network from reaching the 

peak by over throttling packet injection. In contrast, too high a value pushes the 

network beyond the peak (C or higher in Figure 3.3), causing saturation just like a 

network without any congestion control.

A discussion of Tune1 s hill-climbing component of its self-tuning mechanism will 

have to answer the following questions.

® How often does Tune alter this estimate ? It uses a very simple scheme in 

which it updates the estimate at a constant frequency. The tuning period is an
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Drop in Bandwidth > 25%? Currently Throttling?
Yes No

Yes Decrement Decrement
No Increment No Change

Table 3.1: Tuning decision table

exact multiple of the gather-duration. If the tuning period is very large, there 

is likely to be slow and inefficient tuning leading to network underutilization 

or network saturation. If it is too small, short-lived crests and troughs in 

throughput could alter the estimate. However, in my experiments, I found 

that, for a reasonable range of values (32 cycles to 192 cycles) the performance 

did not alter significantly. In most experiments, I use a 96 cycle tuning period.

•  What policy determines whether the tuning mechanism should increment or 

decrement the estimate? Tune uses the policy outlined in Table 3.1. The 

two dimensions in the table correspond to observed network throughput and 

whether or not the network is currently throttled. A tuning decision is made 

once every tuning period. A “drop-in-throughput” is said to occur when the 

throughput observed at the end of one tuning period is less than 75% of the 

throughput seen at the end of the previous tuning period. The drop in through­

put is not necessarily an indication of saturation. It may also be due to a reduc­

tion in offered load. My scheme treats both cases identically and decrements 

the estimate. If indeed the drop in throughput was due to a reduction in offered 

load, the reduced threshold will not harm performance as the threshold will be 

incremented gradually to the desired level when offered load increases.

•  By what increments/decrements does Tune alter the estimate? Tune uses con­

stant additive increments and decrements. Simulations with multiplicative
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decrements show that constant additive tuning is adequate for effective self­

tuning (See Section 3.4.3). For a reasonable range of values, (1% to 4% of all 

buffers) performance is insensitive (within 4%) to variations in increment/decrement 

values in a reasonable range of values and all values succeed in preventing per­

formance degradation at saturation. The simulations showing the variation in 

Tune performance with different increment/ decrement values are presented in 

Section 3.4.3. I use an increment of 1% of all buffers and a decrement of 4% of 

all buffers. For the network I consider, this corresponds to an increment of 30 

and a decrement of 122.

To avoid local maxima, Tune resets the threshold to m in(N max, Tmax) when the 

throughput achieved in any single tuning period drops below 50% of the max value.

It restarts max computation if the threshold is reset to m in(N max, Tmax) for r =  5 

consecutive tuning periods.

To summarize the proposed implementation of Tune, it uses a sideband for com­

municating global congestion and throughput information. This mechanism provides 

delayed (32 cycles for the 16-ary, 2-cube) global snapshots of full buffer counts and 

throughput. Tune updates its threshold every 96 cycles in increments of 30 and decre­

ments of 122. To avoid local maxima, Tune uses the scheme outlined in Section 3.2.2 

with r — 5.

3.2.2 Avoiding Local M axim a

To avoid settling at local maxima, Tune “remembers” the conditions that existed 

when maximum throughput was achieved. To do this, it keeps track of the maxi­

mum throughput {max) achieved during any single tuning period and remember the 

corresponding number of full buffers (Nmax) and threshold (Tmox).

If the throughput in any tune-period drops significantly below the maximum
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throughput, Tune tries to recreate the conditions that existed when maximum through­

put was achieved. This is done by setting the threshold to min(Tmax, Nmax). If N max 

is higher than Tmax, it means that the network was throttling with a threshold value 

of Tmax when it achieved the maximum observed throughput. In this case, the thresh­

old is set to Tmax so that the network can throttle new packets and drain existing 

packets till it reaches the desired load level. If, on the other hand, Nmax is smaller 

than Tmax, then setting the threshold to Nmax is a better choice because it is possible 

that Tmax is not low enough to prevent saturation. This guarantees that the tuning 

mechanism is not stuck at a local maximum after the network saturates.

It is possible that the threshold value which sustains high throughput for one 

communication pattern is not low enough to prevent saturation for another commu­

nication pattern. The Tune congestion control mechanism detects and adapts the 

threshold to such changes. If Tune resets the threshold to m in(Tmax, Nmax) for r 

consecutive tuning-periods, this means that even the m in(Tmax, Nmax) value is too 

high to prevent saturation, and Tune must recompute max  value. In this case, max 

is reset to zero and the maximum locating process starts all over again. This ensures 

that the threshold adapts to changing communication patterns. I use r  =  5 for all 

experiments.

3.2.3 Summary

The above discussion provides a general overview of a technique we believe can pro­

vide a robust, self-tuned congestion control. Tune gathers full-buffer counts and 

throughput measurements every 32 cycles. The full-buffer counts are used to esti­

mate current congestion using linear extrapolation. This estimate is compared to 

a threshold to decide whether new packets are throttled. Tune uses a hill climbing 

algorithm to update its threshold every 96 cycles in increments and decrements of
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1% and 4% of total buffer count, respectively. The hill climbing algorithm, when 

used alone, is susceptible to settling on local maxima after network saturation. Tune 

includes a mechanism to prevent this from happening by remembering maximum 

(max) observed throughput. Finally, Tune recomputes the maximum (max) if the 

threshold is reset for r = 5 consecutive tuning periods.

On a high level, Tune is somewhat analogous to TC P’s self-tuning congestion 

control. Both have an idea of what the network performance should be. Expected 

round-trip time (RTT) in the case of TCP and max throughput in Tune’s case. Both 

schemes allow offered load to incrementally increase as long as network performance is 

not penalized. The sliding window size increases as long as no packets are dropped in 

the case of TCP and threshold increases as long as there is no decrease in throughput 

in Tune. Both techniques take corrective action if network performance suffers. TCP 

reduces its window size and Tune either decrements the threshold or resets it to 

m in(N max, Tmax). Finally, both schemes periodically refresh their estimate of network 

performance. TCP recomputes expected round-trip-time if packets are dropped, 

whereas Tune recomputes max, Nmax and Tmax if m ax  is stale, i.e. if there are r 

consecutive corrective actions.

3.3 M ethodology

To evaluate the Tune self-tuned congestion control scheme, I use the flexsim  [60] 

simulator. I simulate a 16-ary, 2-cube (256 nodes) with full duplex physical links. 

Each node has one injection channel (through which packets sent by that node enter 

the network) and one delivery channel (through which packets sent to that node 

exit the network). I use three virtual channels per physical channel and edge-buffers 

(buffers associated with virtual channels) which can hold eight flits.

The router’s arbiter is a central resource which only one packet can use at a time
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and there’s a one cycle routing delay per packet header. Packets obtain control of the 

router’s arbiter on a demand-slotted round-robin distribution. This is not a bottleneck 

because routing occurs only for the header flit of a 16-flit packet. The remaining flits 

simply stream behind the header flit along the same switch path. It takes one cycle 

per flit to traverse the cross-bar switch and one cycle per flit to traverse a physical 

link.

I evaluate the Tune congestion control mechanism with both deadlock avoidance 

and deadlock recovery mechanisms. Deadlock avoidance uses the method proposed by 

Duato [18] with one escape virtual channel using oblivious dimension-order routing. 

I use the Disha [38] progressive deadlock recovery scheme with a time-out of 8 cycles.

All simulations execute for 60,000 cycles. However, I ignore the first 10,000 cycles 

to eliminate warm-up transients. Most results are presented in two parts: normalized 

delivered throughput (accepted flits/node/cycle) and average packet latency versus 

offered load in terms of packet injection rate.

The default load consists of each node generating 16 flit packets at the same 

fixed rate. I consider four different communication patterns, uniform random, bit- 

reversal, perfect-shuffle and complement. These communication patterns differ in 

the way a destination node is chosen for a given source node with bit co-ordinates 

(a„_i, an_2 , • • •, a\, oq). The bit co-ordinates for the destination nodes are (an_2 , an-3 >

. . . ,  o0, a„_i) for perfect shuffle, (an_ i, an_2 , . . . ,  Oi, a0) for complement and (ao, ai,

. . . ,  an_2 , an_i) for bit-reversal.

I use synthetic workload, instead of full-blown multiprocessor workloads, for three 

reasons. First, my simulation environment cannot handle full-blown multiprocessor 

workloads. Second, my packet generation frequency corresponds to realistic miss 

rates in databases and scientific applications, which gives me confidence in the results. 

Third, the synthetic workloads nicely demonstrate the problem of network saturation
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and avoids interactions with application-specific features.

For the network under consideration (with 3072 buffers), 12 bits are enough to 

count all buffers in the network. The network configuration needs 13 bits to represent 

the maximum possible aggregate throughput g * NodeCount * M a x T r a f  f i c  =  32 * 

256 * 1 =  8192 flits). Thus, Tune needs a total of 25 bits for the sideband signals. 

However, in Section 3.4.2,1 demonstrate that it is possible to send these 25 bits using 

9-bit sideband channels with very little performance degradation.

For comparison, I also simulate the At-Least-One ( A L O )  [4] congestion control 

scheme. ALO  estimates global network congestion locally at each node. If at least 

one virtual channel is free on every useful1 physical channel or if at least one useful 

physical channel has all its virtual channels free, then packet injection is allowed. 

Otherwise, new packets are throttled.

3.4 Simulation Results

The primary conclusions from my simulations are:

• Tune provides high performance consistently across different communication 

patterns and offered load levels.

•  Tune outperforms an alternative congestion control technique that uses local 

estimates of congestion.

• Tune's self-tuning mechanism adapts the threshold dynamically to varying 

workloads and to bursty traffic.

The remainder of this section elaborates on each of these items.

1 useful is an output channel that can be used without violating the minimal-routing constraint.
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3.4.1 Overall Performance

I begin by examining the performance of a complete implementation, as described in 

Sections 3.1.1 and 3.2. Figure 3.4 shows the bandwidth and latency for a uniform- 

random traffic pattern for both deadlock recovery (a & b) and deadlock avoidance (c 

& d). Note the logarithmic scale used on the y-axis for the latency graphs (b & d).

The curve for the base case illustrates the network saturation problem. As load 

increases, the network throughput increases to a certain extent. However, at satura­

tion, there is a sudden drop in throughput since only the escape channels are available 

to drain deadlocks. The configuration with deadlock recovery has lower bandwidth 

beyond saturation because Disha deadlock recovery requires that a packet obtain ex­

clusive access to the deadlock-free path. In contrast, the deadlock avoidance scheme 

can break multiple deadlock cycles concurrently.

The results for uniform random traffic in Figure 3.4 clearly show the key point 

that the my congestion control technique (Tune) is stable at high loads. The ALO  

congestion control scheme improves performance in the early stages of congestion for 

the deadlock avoidance case, but it does exhibit severe performance degradation 

eventually. Tune, however, maintains latency and throughput close to the peak 

values.

Figures 3.5, 3.6 and 3.7 show similar performance curves for bit reversal, per­

fect shuffle and complement traffic patterns respectively. As in the case of uniform 

random traffic, Tune sustains near-peak throughput and latency network operation 

whereas the throughput for the base case and ALO see degraded performance beyond 

saturation load. Note, the Y-axis limits are different for the graphs since the peak 

throughput varies with traffic patterns. There are some data points for the base case 

(o) and ALO (A) in Figures 3.5, 3.6 and 3.7 when the latency shows sudden im-
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provements beyond saturation loads even though the throughput remains poor. This 

is because many packets suffer extended latencies and are not delivered till the end 

of the simulation do not contribute to the average latencies. This manifests itself in 

the form of lower number of delivered packets. In general, the latency numbers are 

not meaningful when the throughput has collapsed since overall system performance 

depends on both throughput and latency.
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3.4.2 Obtaining Global Inform ation

This section considers the effect of varying the delay (h, the time for one neighbor- 

to-neighbor communication on the side-band) to gather global information on overall 

performance. If h — 2, that corresponds to a global-aggregation time (g) of 32 cycles. 

For h — 3, g — 48 and for h =  6, g — 96. Note that the tuning period remains 96 

cycles.

Intuitively, we know that stale information is less useful than fresh information. 

That is indeed the case if Tune uses the stale information directly. However, with 

linear extrapolation, it is possible to estimate current information from stale informa­

tion with some accuracy. In fact, for “noisy” curves, linear extrapolation may reflect 

the trends better than increased sampling.

Figure 3.8 shows quantitatively the performance losses due to delays in gathering 

global information. Figure 3.8(a) and (b) show the results for the deadlock recovery 

configuration. While there is very little performance degradation going from a 32 

cycle to a 48 cycle gather delay, increasing the gather delay to 96 cycles starts to 

hurt performance at heavy loads because the stale information cannot be effectively 

used by Tune. For the deadlock avoidance configuration (Figure 3.8(c) and (d)), 

Tune suffers a small penalty even with a gather delay of 96 cycles. There are some 

points where Tune works better with a 48 cycle delay than with a 32 cycle delay. For 

the points in question, linear extrapolation gives an average increase in throughput 

of 10% over the “previous snapshot” approach with a delay of 48 against an average 

increase in throughput of 4% with a delay of 32. Figure 3.8 also shows that a delay 

of 96 cycles shows performance degradation due to very stale information.

Note, increasing the neighbor-to-neighbor communication delay can be treated as 

equivalent to narrowing the side-band signal. Consider the 16-ary, 2-cube configura-
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tion discussed in this section. It used a 25-bits wide side-band with a neighbor-to- 

neighbor communication latency of h — 2 cycles. If the side-band were to be narrowed 

down to 9-bits wide, the same 25 bits of information can still be transmitted in three 

instalments of 9 bits each. Breaking up the information transfer into three steps will 

mean that the effecting neighbor-to-neighbor communication delay is now 6 cycles. 

This way, the results in Figure 3.8 can also be interpreted as the effect of varying the 

bit-width of the side-band.

Self-Tuning

This section describes two important aspects about Tune's self-tuning technique. 

First, I show the importance of having a congestion control mechanism that adapts 

to the congestion characteristics of different communication patterns. This is followed 

by an examination of the hill-climbing algorithm and the technique for avoiding local 

maxima.

Recall from Figure 1.4 that saturation occurs at different levels of offered load 

for random and complement communication patterns. These different levels of of­

fered load correspond to different buffer occupancies in the network. If saturation 

was occurring at the same buffer occupancies for different workloads, a well-chosen, 

single, static threshold could prevent network saturation. To show that this is not so, 

Figure 3.9 compares the performance on the deadlock recovery network configuration 

of a congestion control mechanism with static thresholds to Tune.

Consider the uniform random (the four solid lines) and complement (the four 

dashed lines) communication patterns in Figure 3.9. A static threshold of 250 (8% 

buffer occupancy) works very well for random traffic but the same threshold is un­

able to prevent saturation for the complement communication pattern. In contrast, 

a static threshold of 50 (1.6% buffer occupancy) works well for the complement com-
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munication pattern but over-throttles the random traffic. This indicates that the 

buffer occupancy at which the network saturates is not uniform across communica­

tion patterns. Therefore, it is necessary to have a self-tuning mechanism that adapts 

the threshold as communication patterns change.

To understand the behavior of Tune's self-tuning technique, I analyze its operation 

for a specific configuration. As stated in Section 3.2, I use a gather-period, (g) of 

32 cycles, a tuning period of 96 cycles, an increment of 1% of all virtual channel 

buffers and a decrement of 4% of all virtual channel buffers. The load is of uniform 

random distribution with a packet regeneration interval of 10 cycles and I use the 

deadlock avoidance configuration. With these parameters, Figure 3.10(a) shows the 

tuning of the threshold over time for the duration of the simulation. Recall, the first 

10,000 cycles are ignored to eliminate start-up transients. Figure 3.10(b) shows the 

throughput achieved over the same interval.

The hill climbing mechanism tries to increase the threshold as long as there is no 

decrease in bandwidth and tries to scale back when bandwidth decreases. But it can 

settle down at a local maximum when the decrease in bandwidth happens gradually. 

When this occurs, the network “creeps” into saturation and throughput falls.

W ithout a mechanism to avoid local maxima, the hill climbing algorithm can settle 

on a local maximum corresponding to deep saturation. The solid line in Figure 3.10 

shows this behavior. A gradual drop in throughput begins at approximately 26,000 

cycles. Recall that Tune decrements the threshold only when there is a throughput 

drop of 25% or more in any tuning period. Figure 3.10(a) shows that, although there 

are many decrements, the gradual nature of the decrease in throughput results in an 

overall rise in the threshold, eventually saturating the network.

The dashed line in Figure 3.10 shows the behavior of Tune1 s technique to avoid 

local maxima. The sharp dip in the threshold value (specifically the one at ap-

43

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



proximately 26,000 cycles) illustrates the corrective action taken when the network 

“creeps” towards saturation. As a result, Tune avoids the performance degradation 

at saturation and sustain higher throughput.

3.4.3 Varying Tune's increm ent/ decrem ent values

In this section, I take a look at the effects of varying the increment/ decrement values 

of Tune's hill-climbing mechanism.

The goal was not to develop the fastest and most robust tuning mechanism, but to 

demonstrate that it is possible to do this for some values of increments/ decrements to 

effectively prevent performance degradation at saturation. As such, my experiments 

are fairly coarse-grained to select some values which demonstrate the effectiveness of 

global information based, self-tuned congestion control in the tightly-coupled, inter­

connection network context. Feed-back based tuning mechanisms that employ more 

sophisticated control theoretic techniques will only improve the performance of Tune.

The results in Figure 3.11 shows the experiments with various values of decrements 

(1% to 4%) including one case with multiplicative decrement (factor of 2). I fix the 

increment at 1%. The results show that the tuning mechanism is fairly insensitive 

to changes in decrement values and that the difference in performance for different 

decrements is not significant.

3.4.4 Bursty Traffic

Previous sections evaluated Tune on steady traffic only. Real applications do not 

typically generate steady communication traffic. The communication patterns and 

the load levels generated by real applications are typically bursty in terms of load 

levels and of varying communication patterns during different phases of the applica­

tion. To confirm that Tune’s self-tuning mechanism works well under varying load,
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I use a bursty load created by alternating low loads and high loads. In addition, I 

also change the communication pattern for each high load burst. The offered bursty 

load is shown in Figure 3.12. In the low load phase, the communication pattern is 

uniform random and every node tries to generate one packet every 1,500 cycle period 

(corresponding to a packet injection rate of 0.00067 packets/node/cycle). In the high 

load phase, every node tries to generate a packet every 15 cycles (corresponding to 

a packet injection rate of 0.067 packets/node/cycle). The communication pattern in 

each of these high load bursts is different and is indicated in Figure 3.12.

Figure 3.13(a) and Figure 3.13(b) show the delivered throughput with bursty 

load for the deadlock recovery and the deadlock avoidance configurations, respec­

tively. W ith deadlock recovery, the average packet latency for Base, ALO  and Tune  

configurations are 2838 cycles, 2571 cycles and 161 cycles respectively. With deadlock 

avoidance, the average packet latency for Base, ALO  and Tune  configurations are 

520 cycles, 509 cycles and 163 cycles respectively. In the high-load phase, Tune con­

sistently delivers sustained throughput and predictable latencies. The ALO  scheme 

and the base scheme initially ramp up the throughput but throughput collapses soon 

thereafter due to network saturation.

The deadlock recovery results exhibit an interesting phenomenon in the Base and 

ALO  schemes (Figure 3.13a). There are small bursts in throughput long after the 

offered load is reduced. This is because the network absorbs the heavy offered load 

but goes into deep saturation with many deadlock cycles. We observe this happening 

approximately between 20,000 and 21,000 cycles in Figure 3.13(a). There is a period 

when network packets are draining through the limited escape bandwidth available 

(approximately between 21,000 and 27,000 cycles). It is only when the deadlock 

cycles break that full adaptive routing begins again. The network then drains quickly 

showing the spurt in throughput (approximately between 27,000 and 29,000 cycles).

45

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Deadlock Recovery

&
0.025

0.005

0.015

0 0.01

g=32 (h=2) — t -  
g=48(h=3) -~x~ 
g=96 (h=6)  *

0.1

(a)
Packet Injection Rate (Packets/node/cycle)

Delivered Throughput vs. Offered Load

1000

CO0
1 100oc<D15

g=32 (h=2) — i- 
g=48 (h=3) •—x- 
g=96(h=6)  «

0.10.01
Packet Injection Rate (Packets/node/cycle)

(b) Average Latency vs. Offered Load

Deadlock Avoidance
>s
I73O
C

*55

<0£o2

0.025

0.02
o<0
a.

<D
Q.

0.015

0.01

0.005 g=32 (h=2) — t—  
g=48 (h=3) - -K - -  
g=96 (h=6) .... * ...

1000

0)
£
ic
CD

3

100

10

x .... *r.................. !
r ___ _____

g~32 (h=2) —h—  
g=48 (h=3) 'X 
g=96 (h=6) ... .......

0.01 0.1
Packet Injection Rate (Packets/node/cycie)

(c) Delivered Throughput vs. Offered Load (d) Average Latency vs. Offered Load

0.01 0.1
Packet Injection Rate (Packets/node/cycle)

Figure 3.8: Effect of Global Information Gathering Delays for Deadlock Recovery 
(a & b) and Deadlock Avoidance (c & d).

46

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Th
re

sh
ol

d 
(B

uf
fe

r 
O

cc
up

an
cy

 
: A

bs
ol

ut
e)

& 0.025 o

*3©
0 cd

1

D.
8O<
0>
N
10

0.02

0.015

0.01

0.005

w
Static Threshold=250 
Static Threshold=50 

Tune 
Base

Uniform Random 
Butterfly

.........

0.01 0.1
Packet Injection Rate (Packets/node/cycle) 

Figure 3.9: Static Threshold vs. Tuning.

Hill Climbing Only — 
Hill Climbing + Avoid local maxima —1600

1400
401200

1000
800

20600

400

200

Time (cycles)

80
1
3ffl

■§ 0.025
c Hill Climbing Only -------

Hill Climbing + Avoid local maxima -------03O(0Q_
0.02

3aJZo>
3O

0.015

0.01
a8 0.005
■aC
■8
N

£ 8 8 8 8
S  9  2  9

oo1 8  1 9  9  9
8 8 
9  9

Time (cycles)

(b) Throughput vs. Time(a) Threshold vs. Time

Figure 3.10: Self-Tuning Operation : An Example

47

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Th
ro

ug
hp

ut
 (

Fl
its

/n
od

e/
cy

cl
e)

 
Th

ro
ug

hp
ut

 (
Fl

its
/n

od
e/

cy
cl

e)

0.35
jnc+ nl, d e c ^ T  — i—

--A - -
inc*̂ lijclp(£=3  -a..
inc+=1, dec-=4 —©— 
inc+=1, deo/=2 — * — 

Base — —

0.3

0.25

0.2
0.15

0.1
0.05

0.10.01
Packet Injection Rate (Packets/node/cycle)

(a) Uniform Random

©
|©TJOC
2
lE

o>
=3O

0.3
inc+=1, dec-=1 — i—  
inc+=1, d ec--2  — a —  
inc+=1, dec-=:3  B ...1 r.  ©■ 
inc+=1, d e c /h r  —-x—  

Base — v—

0.25

0.2

0.15

0.1

0.05

0 — 0.01 0.1
Packet Injection Rate (Packets/node/cycle)

(b) Bit Reversal

inc+=1, dec-=1 
inc+=1, dec-=2 
inc+=1, dec-=3 
inc+=1, dec-=4 
inc+=1, dec/=2 

Base

Packet Injection Rate (Packets/node/cycle)

(c) Complement

3̂

0.25

0.15

0.05

inc+=1, dec-=1 
inc+=1, dec-=2 
inc+=1, dec-=3 
inc+=1, dec-=4

0.01 0.1 
Packet Injection Rate (Packets/node/cycle)

(d) Perfect Shuffle

F ig u re  3.11: Choice of increment/decrement quanta

48

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A
cc

ep
te

d 
Th

ro
ug

hp
ut

 (
Pa

ck
et

s/
no

de
/c

yc
le

)
0-o0 C
01
0
IScd
0)
"fa
DC
co

0.1

0.01

0.001

Eo-a
s
DC

os=cCD

co
£2
CD>
CD
DC

CD

©
*+—Dx:
CO
13©t©
CL

c©
E©
Q

EoO

©
I  0.0001
CL

_|____i -I____I------1------1------1------L-

fLO O  t o
r -  CM CM 8 8 § $ S

Time (cycles)

F ig u re  3.12: Offered bursty load

CD

0.025
Base  o - "
ALO — 0 — 

Tune —-x-—0.02

0.015

0.01

0.005

oo
o to

Time (cycles)

0
f
1
W

CL

0.025 Base
ALO —  B 

Tune —-x-

0.015

M-

0.005

Time (cycles)

(a) w / Deadlock Recovery (b) w / Deadlock Avoidance

F igure  3.13: Performance with Bursty Load : Delivered Throughput

49

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.4.5 D istributing Inform ation using M eta Packets

In this section, I evaluate an alternative mechanism to distribute global information. 

Buffer occupancy and throughput information are distributed in special meta-packets 

over the same physical links as regular data packets but they use an exclusive, ad­

ditional virtual channel. The additional virtual channel for meta-packets also has 

higher priority than other virtual channels to ensure delay bounds on information 

distribution.

Simulations demonstrate that the Tune congestion control scheme is not effective 

in preventing saturation when using meta-packets as the information distribution 

mechanism. This is partly because of the contention for physical links caused by meta­

packets and partly because of the larger gather times resulting in stale information. 

In the rest of the section, I first describe the aggregation technique using meta-packets 

and then present experimental results using 2-flit meta-packets.

Dim ension-w ise A ggregation using M eta Packets

As in the case of side-band, the mechanism aggregates quantities along lower dimen­

sions before proceeding along higher dimensions. I now describe the method by which 

my mechanism aggregates buffer occupancy and throughput along a single dimension.

I define a k ’th  dimension row as the set of nodes which differ only in their fc’th 

dimension co-ordinate. (In a k-aiy, n-cube, there are kn~l rows of k nodes each along 

each dimension.) I select one master node in each row for a given dimension. This 

master node sends out two meta packets (ppac and npac as shown in Figure 3.14), 

one in each direction. One of these packets has the master node’s buffer occupancy 

and throughput information and the other packet is initialized to zero. These packets 

traverse the entire row till they are delivered back to the master node after complet­

ing a circuit. Each intermediate node modifies the meta-packet by adding in its own
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M = Master Node 
X = All other nodes

— -  npac = packet going in negative direction 

   ppac = packet going in positive direction

Figure 3.14: Row aggregation using two meta packets

buffer occupancy and throughput information before forwarding the packet. Since 

each node modifies the contents of the packet before forwarding it onwards, I assess

a one cycle adder-delay for the meta packets. When the two packets arrive at some

node X  in the row, they contain the partial aggregates of information for two dis­

joint sections of the row (See Figure 3.14). The node X  accumulates these partial 

aggregates contained in the meta packets and adds in its own local buffer occupancy 

and throughput information to compute the aggregate for the entire row.

This cycle repeats for rows along the next dimension but instead of adding in local 

information, each node adds in the row-aggregate along the lower dimensions. After n 

such phases, aggregation in a fc-ary, n-cube is complete. In the next section, I present 

experimental results that quantify the gather times using the information distribution 

schemes described above and evaluate the performance of the Tune congestion-control 

scheme using meta-packets.

Experim ental R esults

In this experiment, I measure gather times and study the effect of varying regular 

data-packet load on the gather times. Figure 3.15 plots maximum, minimum and 

average gather times using meta-packet against varying data-packet load for the 

deadlock recovery configuration. The X-axis shows the applied data-packet load in 

packets/load/cycle and the Y-axis shows the gather times in cycles. Results show 

that, on average, the gather time stays between 130 and 160 cycles. The maximum
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F ig u re  3.15: Minimum, Maximum and Average gather times using meta packets

gather times do not exceed 300 cycles because of the higher priority accorded to the 

meta-packet virtual channel. Further, we observe that gather times drop beyond 

saturation loads. This is because data packets are blocked at saturation and thus 

meta-packets see no contention for physical links.

The next experimental result, shown in Figure 3.16, illustrates the effect of using 

the Tune congestion-control scheme with meta-packets as the information gathering 

mechanism for the four communication patterns. Apart from the base case and the 

Tune configuration using meta packets, I consider another case called No tune. The 

No tune configuration does gather the aggregate buffer occupancy and throughput
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F ig u re  3.16: Effect of Meta-packets and Tuning on Throughput

information using meta-packets but the gathered information is not used to throttle 

network packets. This allows me to isolate the effect of contention caused by meta 

packets and the effect of using meta-packet information to throttle network packets. 

Figure 3.16 shows that distributing meta-packets causes saturation at lighter loads. 

Further, using the Tune mechanism further exacerbates the situation causing satura­

tion at lighter loads. This is partly because of the larger gather delays which causes 

Tune mechanism to act on stale information. Recall, experiments with varying gather 

delay (Section 3.4.2) showed that Tune performance suffers at gather times greater
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than 96 cycles and average gather times with meta packets vary between 130 and 160 

cycles. In conclusion, using meta-packets as the information distribution mechanism 

is not suitable for the Tune self-tuned congestion control scheme.

3.5 Summary

Interconnection network saturation, and the commensurate decrease in performance, 

is a widely known problem in multiprocessor networks. Limiting packet injection 

when the network is near saturation is a form of congestion control that can prevent 

such severe performance degradation. Ideal congestion control implementations pro­

vide robust performance for all offered loads and do not require any manual tuning.

The highlight of this chapter is the development of a robust, self-tuned conges­

tion control technique— Tune—for preventing performance degradation at network 

saturation. Two key components form the basis for the proposed design. First, I 

use global knowledge of buffer occupancy to estimate network congestion and control 

packet injection. When the number of full buffers exceeds a tunable threshold, packet 

injection is stopped. When congestion subsides, the full buffer count drops below the 

threshold and packet injection restarts.

The second piece of my solution is a self-tuning mechanism that observes deliv­

ered network throughput to automatically determine appropriate threshold values. 

Inappropriate thresholds can either over-throttle the network, unnecessarily limiting 

throughput, or under-throttle and not prevent saturation. A self-tuning mechanism 

is important since no single threshold value provides the best performance for all 

communication patterns.

Using simulation, I show that the Tune design prevents network saturation by 

limiting packet injection. The results also show that Tune is superior to an alternative 

implementation that uses local estimates of congestion because global information
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can detect congestion in its early stages. I demonstrate that different communication 

patterns require different threshold values to prevent saturation without unnecessarily 

limiting performance, and that Tune's self-tuning mechanism automatically adjusts 

to changes in communication patterns.
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Chapter 4: 
Load Balancing in the Minimum R ect­
angle

Load imbalances create pockets of congestion where packets suffer delays. The tree 

saturation phenomenon, as described in Chapter 1, can cause such pockets of conges­

tion to spread rapidly and degrade network performance. In this chapter, I investigate 

the possibility of sustaining high throughput, low latency operation of the base min­

imal, adaptive router by balancing the load on the network to prevent the creation 

of such “hotspots” , thus preventing tree saturation.

The key innovation of my congestion-aware via-routing technique is the use of 

global congestion information—obtained using an oracle—to direct packets towards 

lightly loaded network regions. I assume the use of an oracle for obtaining global 

information for two reasons. First, the global information gathering scheme outlined 

in Chapter 3 is not sufficient for this scheme. This is because congestion-aware via- 

routing requires knowledge of individual buffer occupancies at the nodes rather than 

just the global aggregate. Second, the oracle assumption provides an upper bound 

on the performance improvement possible with realistic mechanisms to gather global 

information.

Routing decisions whose outcome depends on network status are called adap­

tive routing decisions. It is important to differentiate between congestion aware 

via-routing and adaptive routing since both techniques involve routing packets de­

pending on network conditions. W hat is commonly referred to as adaptive routing 

may more accurately be described as distributed adaptive routing because adaptive 

routing decisions are made in a distributed manner at each hop. This flavor of adap- 

tivity typically considers only locally visible network conditions in making adaptive
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routing decisions.

The technique I propose in this section proposes the use of the global conges­

tion information at the source. The source node uses its knowledge of global buffer 

occupancy to direct packets away from heavily loaded network regions and towards 

lightly loaded network regions. Since the adaptive (i.e., network status dependent) 

routing decision is being made centrally at the source node, this form of adaptivity is 

called centralized adaptive routing. My scheme uses this centralized adaptive routing 

mechanism (that uses global congestion information) on top of distributed adaptive 

routing (that uses local link status information).

Section 4.1 describes the mechanism of my centralized adaptive routing scheme. 

Sections 4.2 and 4.3 examine different load balancing policies. Performance evaluation 

of this scheme is presented in Section 4.4.

4.1 Via Routing: The M echanism

The centralized adaptive routing mechanism I examine is called via routing or multi­

phase routing [19]. In this mechanism, each packet is routed towards certain inter­

mediate nodes, or via-nodes, on its way to the final destination. The packet header 

carries additional state to indicate the intermediate nodes that it must route toward. 

The challenge is to design policies to pick the intermediate nodes for each packet at 

the time of injection, such that a packet routes away from highly loaded network 

regions and towards lightly loaded network regions.

My mechanism treats via-nodes as hints rather than requirements. This is nec­

essary for deadlock-freedom given the other design parameters. This is because, the 

routing constraints on the deadlock-free escape paths are violated if they are used 

for intermediate nodes. To illustrate the violations with an example, consider the 

deadlock avoidance configuration where deadlock-free routing channel uses dimen-
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sion ordered routing. This constraint requires that the packet has to exhaust all 

hops in the X dimension (say) before traversing deadlock-free channels in the Y di­

mension. However, packets that are routed on deadlock-free channels towards an 

intermediate node will violate this condition since they may be routed on the Y di­

mension deadlock-free channel even though they haven’t exhausted all hops in the X 

dimension towards the destination node.

One way to make traversing via nodes obligatory and still maintain deadlock- 

freedom guarantees is to require that the packets have to be drained at each via 

node and re-injected to ensure deadlock freedom. Draining and re-injecting can 

increase latency because the packet will suffer injection queue delays again at the 

intermediate nodes. This increase in latency through the network can hurt overall 

system performance since packet latency lies on the communication critical path.

An alternative is to make sure that packets do not violate the conditions of 

deadlock-free routing towards the final destination even on paths towards intermedi­

ate nodes. This can reduce performance if a packet has deadlock-free paths available 

towards the final destination but is unnecessarily stalled because it is waiting for 

an adaptive path towards a via-node. There are other deadlock avoidance mecha­

nisms where the packet can be forced to go to intermediate nodes without violating 

deadlock-freedom guarantees. But these typically require the use of a larger number 

of virtual channels per physical channel. A large number of virtual channels results 

in more complex arbitration and switch circuitry and that can adversely affect clock 

cycle time.

Due to the above mentioned constraints, I chose to treat via nodes as hints to 

try and route towards rather than required intermediate nodes that must be visited. 

In the following sections, I discuss policies of how to choose the via-nodes to achieve 

load balancing in the minimum-rectangle. Section 4.2 proposes a policy that broadly

58

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



selects one half of the minimum rectangle as the preferred half to route packets 

through. Section 4.3 examines a technique to outline an entire “corridor” from the 

source node to the destination node such that the congestion a packet encounters in 

this corridor is minimized.

4.2 M in-triangle and Random-triangle V ia Selection Policies

In a two-dimensional torus network (k-ary, 2-cube), the minimum rectangle between 

a source-destination pair is defined as the set of nodes and edges that can be reached 

by all possible minimal paths between two nodes. The dashed-rectangle in Figure 4.1 

shows the minimal rectangle for nodes S  and D.

Figure 4.1 also shows the minimum rectangle as being composed of an upper and 

lower triangle, with the primary diagonal forming the dividing line between the two 

triangles. I define primary diagonal as the diagonal that connects the source node to 

the destination node. The secondary diagonal is the other diagonal in the minimum 

rectangle. I define the “central” nodes of the upper and lower triangles as the nodes 

on the secondary diagonal of the minimum rectangle which are one quarter and three- 

quarters along the length of the secondary diagonal. In Figure 4.1, C l is the central 

node of the upper triangle and C 2 is the central node of the lower triangle.

I use the central nodes as via-nodes to try and achieve load balancing. I study the 

performance of the following two via-routing policies: the rand-triangle policy and 

the min-triangle policy. For any source-destination pair, the rand-triangle scheme 

randomly picks a central node in either the upper triangle or the lower triangle 

between those nodes. The min-triangle scheme makes an oracle assumption that 

each node knows instantaneously the number of full buffers in the upper and lower 

triangles. It uses this information to pick the central node of the triangle that has 

fewer full buffers.
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F igure  4.1: Via Routing : Upper and Lower Triangles

4.3 Min-Corridor Via Selection Policy

In this via selection, I assume perfect knowledge of buffer occupancies in all nodes 

in the network and select via nodes along the Least Congested Path in the minimum 

rectangle (LCPmin) at the time of injection. I recast the problem of finding LCPmin 

for a given source-destination pair, to the problem of finding the shortest path (SP) 

in a weighted, directed graph G = (V, E) where:

•  V, the set of vertices contains all nodes in minimum rectangle,

•  E, the set of edges is the set of all possible minimal hops a packet can make

between the nodes in the minimum rectangle, and

• the edge weights for an edge from node A to node B is given by the number of

full input buffers at node B on the physical input from node A.
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To illustrate this with an example, I use the notation in Figure 4.2 to represent 

the buffer occupancy at each node for a two-dimensional network. In the example 

shown in Figure 4.2, the diagram on the right shows the expanded view of a two- 

dimensional router with its four input ports and two input buffers associated with 

each physical input port. Full input buffers are shown as “filled” (black) rectangles 

and free input buffers are shown as outline (unfilled) rectangles. I represent the state 

of the router in an abbreviated manner as shown in the diagram on the left side of 

Figure 4.2. I use a square divided into four quarters to represent a router and its four 

input ports. The numbers in the four quarters represent the number of full input 

buffers along the physical each of the four network input ports.

I use this notation to demonstrate how the problem of finding LCPmin in a 

network (shown on the left Figure 4.3) can be recast as a Shortest Path problem 

in a weighted, directed graph (shown on the right in Figure 4.3). Figure 4.3 shows 

a source node, a destination node and the corresponding minimum rectangle. The 

buffer occupancies of the input ports on all possible paths between the source and the 

destination nodes are shown for all nodes in the minimum rectangle. Following the 

procedure for recasting the LCPmin problem to the Shortest Path problem, I generate 

a graph with six nodes (representing the six routers in the minimum rectangle) and 

edges corresponding to every possible minimal hop on the route between the source 

and destination. For example, a packet going from the source node to the destination 

node shown in Figure 4.3 can make an initial hop in one of two directions: (a) 

horizontally to the right, where the neighboring node has three input buffers full or

(b) vertically upward, where the neighboring node has two input buffers full. These 

two possibilities translate to the two edges originating from the source with edge 

weights set to three and two respectively. Similarly, the graph for the whole minimal 

rectangle is constructed. The shortest path between source and destination nodes in
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F ig u re  4.2: Representation of full input buffers

the graph can be mapped back to an equivalent least congestion path between the 

source and destination routers in the network. In my implementation, I use Dijkstra’s 

algorithm [17] to compute the shortest path and use the nodes along the shortest path 

as via-nodes.

Min. Reef.

DST ;■

SRC

F ig u re  4.3: Recasting LGPmin as SP problem in directed graph

4.4 Via-Routing Results

Using the same methodology as described in Chapter 3, the various via-routing poli­

cies were simulated. Figs 4.4-4.7 shows the throughput and latency graphs for the
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via-routing policies for the four traffic patterns. The important observations from 

the results are: (a) Via-routing alone does not prevent the performance degradation 

at saturation. All four traffic patterns see the performance degradation at higher 

loads, (b) Performance benefits of via-routing, in the form of increase in load at 

which saturation occurs, are seen only for the bit reversal pattern (Figure 4.5). For 

the other three communication patterns, there is either no change in saturation load 

(uniform random and complement) or even early saturation (perfect shuffle).

Since, load balancing in the minimum rectangle is not sufficient to sustain high- 

bandwidth, low latency network operation, I now examine combining my Tune con­

gestion control system with via-routing. Figs 4.8-4.11 present simulation results 

combining the use of via-routing and the Tune congestion control mechanism for the 

four traffic patterns. From these results, we see that: (a) Peak throughput at satu­

ration increases for three of the four (uniform random, bit reversal and complement) 

traffic patterns, (b) For perfect shuffle, while there is no throughput increase, there is 

no performance penalty either. This is vast improvement over the use of via-routing 

alone.

Note, the “spikes” seen in latency beyond saturation are not meaningful when the 

throughput is low. This phenomenon occurs when latency averages reflect latencies 

of packets that have left the network. The latency suffered by packets that do not 

reach the destination till the end of the simulation gets left out. Consequently, the 

latency behavior varies widely with changes in number of delivered packets. This 

phenomenon was also observed in Chapter 3.

Comparing the via-selection policies, we see that for both cases (i.e., via routing 

alone and via-routing with Tune) the performance of Min-Triangle and Rand-Triangle 

closely match. This means that randomization achieves the goal of balancing loads 

and that the use of global knowledge offers very little improvement over randomiza-
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tion. Further,

From the above discussion, we arrive at three conclusions. First, the use of via- 

routing to achieve load balancing within the minimum rectangle does not give uniform 

benefits across communication patterns and is unable to prevent eventual perfor­

mance degradation at saturation. Second, using via-routing with Tune congestion 

control does prevent performance degradation at saturation and for three out of four 

traffic patterns, it results in increased saturation load as well. Third, load balancing 

obtained by random via selection is hard to improve upon in any significant manner. 

Using perfect knowledge of congestion in the network to select via nodes adds little 

to no value over random via selection.

4.5 Summary

My congestion-aware via-routing scheme tries to exploit global knowledge of load im­

balances to bias the routing of packets towards lightly loaded network regions within 

the minimum rectangle. In this section, I proposed and evaluated the mechanism 

(via-routing) and policies (Rand-triangle, Min-Triangle and Min-Corridor) to imple­

ment load balancing. My evaluations demonstrate that using via-routing on top of 

the Tune congestion control mechanism results in throughput improvement for three 

of the four communication patterns over the use of Tune alone. My results also show 

that assuming perfect knowledge of global buffer occupancies using an oracle assump­

tion does not improve performance in any significant way over the use of randomized 

load balancing.

In both the Tune congestion control mechanism and load balancing using via- 

routing, I have restricted packets to minimal routing. However, previous research 

shows that there is scope to further improve performance and sustain high bandwidth, 

low latency operation beyond saturation loads if this constraint is relaxed [37]. Apart
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from experimental results, theoretical limits [62] on performance within the minimum 

rectangle also lead to the conclusion that non-minimal routing is an interesting seg­

ment of the design space. In the next chapter, I explore the use of non-minimal 

routing techniques to achieve high bandwidth, low latency network operation at high 

loads.
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Chapter 5: 
BLAM  routing

In the previous two chapters, I described techniques to sustain high bandwidth, 

low latency network operation at high loads that ensure that packets are routed 

on minimal paths, i.e., packets never take a hop that takes them farther from the 

destination. The first was a congestion control technique (Tune and the second was 

a load balancing technique (via-routing).

In this chapter, I will describe BLAM—a non-minimal adaptive routing algo­

rithm 1 that achieves high bandwidth and low latencies at high offered loads.

Non-minimal routing algorithms may use different deadlock handling approaches 

that change their livelock-freedom guarantees and performance. Section 5.1 compares 

and contrasts the livelock, deadlock and performance characteristics of non-minimal 

routing algorithms and minimal routing algorithms and describes a point (BLAM) 

in the router design space. Section 5.2 and Section 5.3 elaborates on this design 

by look the two key components of the BLAM routing algorithm: misroutes and 

bypass buffers. Section 5.4 and Section 5.5 present the experimental methodology 

and simulation results, respectively. Finally, Section 5.6 summarizes and concludes 

this chapter.

5.1 Deadlocks, Livelocks and Performance in Nonminimal 
Adaptive Routing

Adaptive routing algorithms can be deadlock-prone in networks, such as k-ary n-cube 

networks, that allow packets to create a cyclic dependence. In previous chapters, I 

concentrated on one approach to handle deadlocks in adaptive virtual channels. This 

XA routing algorithm that allows packets to take hops that take them farther from the destination
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approach guarantees the presence of forward escape paths for packets that deadlock in 

the adaptive channels and examples of this approach include deadlock avoidance [18] 

and deadlock recovery [38]. These solutions can be thought of as consisting of two log­

ical networks: one fully adaptive network and another deadlock-free network. Dead­

lock is not possible because stalled packets can always make forward progress on the 

deadlock-free network.

A different approach to handling deadlocks in non-minimal routing algorithms 

such as Chaotic routing, rely on the deflection principle and the packet exchange 

protocol (see Chapter 2) to avoid deadlocks. This approach guarantees deadlock 

avoidance by making sure that packets are never blocked indefinitely, but it is possible 

that packet hops may be taking them farther from the destination.

Adaptive routing algorithms can be livelock-prone if the routing algorithm does 

not guarantee delivery of a packet from source to destination within a finite number of 

hops. Livelock can never occur in minimal adaptive routing, (e.g., Alpha 21364 [43]), 

as packets always reach their destination within a finite number of hops because every
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hop take a packet closer to its destination. In contrast, non-minimal adaptive routing, 

such as the Chaos routing algorithm [37], is not provably livelock-free, because it 

allows packets to be “misrouted” outside the minimal rectangle at every hop. That 

is, it allows hops that takes a packet farther from its destination and, hence, does 

not guarantee delivery within a finite number of hops.

Interestingly, however, the Chaos routing algorithm performs significantly better 

than a minimal adaptive routing algorithm (Figure 5.1) at high offered loads. This 

is because the Chaos routing algorithm offers greater routing freedom compared to 

a minimal adaptive routing algorithm (Figure 1.5.) The minimal adaptive routing 

algorithm I simulated (Figure 5.1) saturates and, thereby, causes the performance to 

degrade rapidly beyond a certain load.

Unfortunately, in spite of its high performance, to the best of my knowledge no 

commercially available interconnection network uses the Chaos routing algorithm, 

even though it has been over a decade since the design was proposed. The presence 

of livelocks-however low its probability may be-causes network designers to shy away 

from using such algorithms in real products. The challenge is to develop a solution 

that has the benefits of each of the two routing algorithms (minimal adaptive and 

Chaos) without either technique’s pitfalls.

In this chapter, I propose a new adaptive routing algorithm called BLAM that
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achieves Chaos-like performance without livelocks or deadlocks. BLAM has four 

salient features. First, like Chaos, BLAM allows packets to be misrouted outside the 

minimal rectangle, thereby giving packets greater routing freedom. Second, to avoid 

livelocks, BLAM limits the number of times a packet is misrouted to a predefined 

threshold. Third, BLAM uses “lazy” misrouting in which packets are misrouted 

only after they fail consistently, over a period of time, to route within the minimal 

rectangle. Finally, BLAM uses “bypass buffers” at input ports to make sure that 

packets that fail to route profitably do not block the paths of other packets that 

follow.

In the following sections, I examine the issues Section 5.2 discusses misroutes and 

Section 5.3 discusses how I use bypass buffers to implement lazy misrouting.

5.2 M isroutes

Minimal adaptive routers do not allow misroutes by definition because this eliminates 

the possibility of livelock. A packet is guaranteed to move closer to the destination 

in each hop. Minimal routing, combined with deadlock-freedom, guarantees that 

a packet will be delivered to its destination. Another disincentive for the use of 

misroutes is that they may waste network bandwidth since packets move farther 

from their destinations.

However, there are three motivations to use misroutes. First, misroutes can be 

used to avoid deadlocks in the adaptive channels. Chaos uses misroutes, in addition 

to the packet exchange protocol, to avoid deadlocks. Chaos can, thereby, avoid the 

use of a separate, logical deadlock-free network. Second, by allowing non-minimal 

routing, they can provide fault tolerance by routing around faulty links. Third, 

again, by non-minimal routing, misrouting can provide higher network throughput 

by routing around congested areas in the network.
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To use misroutes, policies that answer the following questions must be in place.

• Should there be a limit on the number of misroutes? Unlimited misroutes 

are fundamental to ensure deadlock-freedom in chaotic routing, but this results in 

probabilistic (i.e., not deterministic) livelock-freedom. Since the goal is to have deter­

ministic guarantees of livelock-freedom, I place a limit on the number of misroutes a 

packet may take. The decision to limit misroutes removes the guarantee of deadlock- 

freedom on the adaptive channels. This necessitates inclusion of a deadlock handling 

mechanism.

•  What should the misroute limit be? It is difficult (or even impossible) to rec­

ommend a single number for this limit without any information about the workload. 

Instead, I examine the tradeoffs involved if the limit is too high or too low. The idea 

is to set the limit high enough to ensure that most packets get delivered before they 

use all their misroutes. This reduces the latency of packet delivery from the source 

to the destination. In networks that have low-bandwidth deadlock-free paths, a high 

enough limit also ensures that these paths do not get unduly congested.

•  When is a packet misrouted? Eager misrouting is a policy that lets packets 

misroute on a free channel if they cannot obtain a free profitable channel. Lazy 

misrouting policies impose some other condition that delays using misroutes.

In general, the choice of when packets are misrouted depends on the motivation for 

misroutes. When the purpose for misroutes is fault tolerance, an eager misrouting 

strategy may be sufficient. (If the only profitable channels for a given packet are 

known to be faulty, there is no point in delaying the misroute.)

The purpose is to achieve high performance and to avoid deadlocks in adaptive 

channels. Anjan and Pinkston [25] have shown that eager misrouting can hurt per­

formance for uniform traffic. I confirm this result in Section 5.5.4. As such, a lazy 

misrouting strategy that postpones misrouting until it is either hurting performance
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because of packets stalling behind it or because misrouting is mandated by the packet 

exchange protocol to avoid deadlocks in adaptive channels is preferable. This lazy 

misrouting strategy minimizes wasted network bandwidth. Note, Chaos also uses 

lazy misrouting.

With a lazy misrouting strategy, it is important to ensure that a blocked packet 

waiting to be misrouted does not block other packets that could otherwise make 

forward progress. I achieve this by using bypass buffers. Experiments show that lazy 

misrouting without bypass buffers decreases performance (Section 5.5.4).

5.3 Bypass buffers

I use bypass buffers to facilitate lazy misrouting. A bypass buffer allows a blocked 

packet to “step aside” from the critical path of other packets by buffering the blocked 

packet and releasing the input buffer. Once a packet enters a bypass buffer, packets 

behind it can use the free input buffer and bypass the blocked packet if they find 

profitable channels. Packets resident in these bypass buffers are candidates for lazy 

misrouting.

Bypass buffers have a secondary effect of increasing the total amount of buffer 

space at an input port. This may help improve performance. However, my simula­

tions show, if the number of input buffers are chosen appropriately (perhaps using 

Little’s Law), then additional buffering provides no or marginal improvement in per­

formance. I demonstrate this effect in Section 5.5.3 by adding bypass buffers (but 

with no misrouting) to a minimal adaptive routing algorithm.

Below, I examine the policies needed to manage bypass buffers for lazy misrouting.

•  When do packets enter the bypass buffers? Packets in input buffers that are 

unable to make progress on profitable channels move to bypass buffers when they 

have waited “sufficiently long” or for implementing the packet exchange protocol.
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The Chaos router considers a packet to have waited sufficiently long at a node if 

the whole packet (including the tail flit) has arrived at that node. I use the same 

definition. (The packet cannot be moved before all flits arrive. Waiting in the input 

buffer after arrival of the full packet can only delay the

The packet exchange protocol dictates that if a node sends a packet to a neigh­

boring node, it should also be prepared to accept a packet from that node. To this 

end, when a packet is sent out on an output channel, an input channel in the reverse 

direction (on the same physical link) should be made free in anticipation of an in­

coming packet. To do so, one packet that is in the input buffer is moved to a bypass 

buffer.

•  Should packets in the bypass buffers have priority? If both the bypass buffer 

and its corresponding input buffer have packets to nominate to a particular virtual 

channel, then the routing algorithm must decide which packet to pick. One policy is 

to use a fair-mechanism like round robin among all input and bypass buffers. Another 

option is to give priority to packets in the bypass buffers, since these packets are older. 

Routing older packets first is a good heuristic to achieve better performance. The 

Rotary Rule mode of the Alpha 21364 network uses a similar heuristic to assign higher 

priority to packets arriving from a network link than to new packets trying to enter 

the network [43].

Priorities for broad classes of packets (e.g., priority packets in bypass buffers over 

packets in input buffers, packets arriving from network link over packets arriving 

from node, coherence replies over requests, etc.) can be implemented in simple and 

scalable ways. However, router-wide priorities (e.g., priority for “oldest” packet) are 

not only more complex designs, they also require central structures that can become 

clock-scaling bottlenecks.

Note, giving priority to packets in input buffers over packets in bypass buffers is
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not a valid design point if it comes without additional safeguards to prevent starvation 

of packets in the bypass buffers.

5.3.1 Im plem enting D istributed Bypass Buffers

In this section, I describe an implementation of bypass buffers using distributed 

buffers. First, I examine the centralized implementation used in chaos and then 

suggest my own. Note, I assume that additional bypass buffers are required. The 

same effects may be achieved by managing input buffers differently. For example, 

the Alpha 21364 router allows packets to be routed in non-FIFO order [43]. A local 

arbiter considers all the packets at an input port and nominates packets in least- 

recently selected order to achieve the effect of bypassing.

The Chaos R outer M ultiqueue

The original Chaos router design for two dimensional networks augments a basic 

router with an additional central multiqueue to provide a central pool of bypass 

buffers (see Figure 5.3). This central multiqueue requires additional routing logic 

and a cross bar on the input side of the queue. Note, Figure 5.3 shows only the 

datapath of the two-dimensional chaotic router. The routing and arbitration units 

for the two crossbars are omitted. The Chaos router does not use multiple virtual 

channels per physical channel. As such, the input buffers (or frames) are associ­

ated with the physical channel. The four network physical channels that connect 

to neighboring nodes are marked with labels that indicate the dimension (X or Y) 

and direction (positive or negative) they traverse. Each header contains the number 

of hops required in each dimension to reach the destination. This header informa­

tion is modified (incremented or decremented) appropriately depending on its output 

channel.
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D istributed Bypass Buffers BLAM

For my BLAM implementation (Figure 5.4), I use distributed bypass buffers rather 

than the centralized pool approach of the Chaos router. Previous research [46, 59] has 

recommended centralized buffer-pools over distributed buffers arguing that dynamic 

sharing of the central buffer pool leads to more efficient use of buffers. However, buffer 

efficiency is not a critical concern when we consider on-chip routers (such as the Alpha 

21364 router [43]) where additional buffers are cheap. Clock scaling is more important 

design concern for high-speed routers and central structures (queues, implementation 

of router-wide priorities, etc.) are unsuitable as they become bottlenecks for clock 

scaling. Further, with enough buffers, a shared buffer pool and distributed buffers 

should be similar in performance. Consequently, routers with distributed buffers are 

attractive design points [43] and distributed bypass buffers are a natural fit for such 

designs.

Figure 5.4 shows the datapath of the BLAM router. Since BLAM permits a finite
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number of misroutes for each packet, the header maintains a count of the number of 

misroutes taken. This is incremented (in the Inc/Nop block) each time the packet is 

misrouted. No change is required for profitable hops. There is an additional bypass- 

buffer associated with each input buffer belonging to an adaptive virtual channel. 

Bypass buffers are not associated with injection channels. Note, Figure 5.4 assumes 

fully adaptive routing with the deadlock recovery scheme. Therefore, all virtual 

channels are adaptive channels with associated bypass buffers. If deadlock avoidance 

is used, there are no bypass buffers associated with the deadlock-free channels.

The operation of bypass buffers is similar to the chaotic router implementation in 

some respects. Packets move from the input buffers to the bypass buffers when the 

whole packet has arrived at the node or when such a transfer is necessary due to the 

packet exchange protocol. In the common case, when packets are making forward 

progress, the bypass buffers are not on the critical path and packets go directly from 

the input buffers to the output buffers. Packets in the bypass buffers have priority 

over packets in the input buffers when they compete for the same output channel. 

A packet in a bypass buffer is misrouted when the corresponding input buffer entry 

wants to enter the bypass buffer (either due to stalling or due to the packet exchange 

mechanism.)

Unlike Chaos, BLAM’s one-to-one correspondence between adaptive virtual chan­

nel input buffers and bypass buffers eliminates the need for the queue input cross bar 

and associated routing logic. However, this approach removes the element of ran­

domization present in chaotic routing. In chaotic routing, when a packet needs to 

enter the “multiqueue” (either due to stalling or due to the packet exchange proto­

col) and the “multiqueue” is full, one entry is selected at random to be misrouted. 

This is fundamental to the probabilistic guarantees of livelock-freedom. Since my 

BLAM implementation allows a packet to move to only one possible bypass-buffer,
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the packet in that bypass buffer must be selected for misrouting and there is no 

scope for randomization. However, my design provides deterministic guarantees of 

livelock-freedom without using randomization because of the limit on the number of 

misroutes.

5.3.2 Summary

From the above discussion, we see that there exists a potential design point between 

a minimal adaptive router and the chaos router. This router uses Bypass buffers, 

with Limited, Adaptive, lazy Misroutes and deadlock handling (BLAM ). Limited 

misroutes gives BLAM three advantages: livelock-freedom (compared to chaos), more 

routing flexibility and reduced frequency of use of deadlock-free escape paths (com­

pared to the base router). Lazy misrouting with bypassing is an important feature 

of BLAM that enables chaos-like high performance.

Table 5.1 summarizes the properties of BLAM and compares it against a M-
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Routing
Scheme

Misroutes Bypass
buffers

Deadlock
Han­
dling

Comments

M-
misroute,
adaptive

M
(M  = 0 
for mini­
mal)

No Required Deadlocks possible in adaptive 
channels. Deadlock handling 
required. Guaranteed livelock- 
free

Chaos Unlimited Yes Not Re­
quired

Guaranteed deadlock-free. 
Probabilistic livelock-freedom.

BLAM M Yes Required Deadlocks possible in adaptive 
channels. Deadlock handling re­
quired. Minimize deadlock han­
dling use by increasing M. Guar­
anteed livelock-free

Table 5.1: Design variables for various routing schemes 

misroute, adaptive router2 and the chaos router.

5.4 Evaluation M ethodology

I describe the simulation details in Section 5.4.1. The simulators I use are not full 

system simulators that model the entire cache-coherent, distributed shared memory 

multiprocessor (DSMP) system. Instead, I simulate only the interconnection net­

work with synthetically generated traffic. Section 5.4.2 discusses how my simulation 

parameters model realistic DSMPs. Section 5.4.3 describes the nature of the syn­

thetic traffic I use to evaluate BLAM. The network and router architecture that my 

simulator models is outlined in Section 5.4.4.

5.4.1 Sim ulation D etails

To evaluate the various routing schemes I use the flexsim  simulator [60] and the 

chaos simulator available from the University of Washington [8]. The Chaos router 

is simulated on the chaos simulator. I use the flexsim  simulator for all other con-

2 An M-misroute adaptive router is an adaptive router that allows each packet to take atmost M  
misroutes. Note, a minimal adaptive router is an M-misroute adaptive router with M  =  0.
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figurations. All simulations execute for 60,000 cycles. However, I ignore the first 

10,000 cycles to eliminate warm-up transients. I have verified, for a subset of experi­

ments, that longer simulations of 300,000 cycles do not change the results significantly. 

(Bandwidth is within 2% and latency is within 4% of the results from a 60,000 cycle 

simulation.) I use an extension of the Chaos Normal Form (CNF) [7] standard for 

presenting simulation results. I present two graphs (throughput vs. applied load 

and latency vs. applied load) for each configuration. The CNF standard requires 

throughput and load to be normalized to its definition of 100% throughput for uni­

form random traffic. However, I use a modification that uses additional lines on the 

graph to show normalized throughput (as defined by CNF) and I calibrate the axes to 

provide absolute (i.e. not normalized) throughput and load values in terms of packet 

injection/delivery rate.

5.4.2 Open vs. Closed Loop

The simulators I use model open-loop systems with independent messages and a 

source queue size of 1024 packets. In real closed loop systems, there are request- 

response dependencies and this results in inherent throttling when network latencies 

increase. Consider, a program suffers a remote miss in a DSMP. It sends a request for 

the required cache block. In the absence of latency tolerance mechanisms, the pro­

gram has to stall till the cache block is supplied in a response packet. However, out-of- 

order lockup-free execution, aggressive data-speculation, multiple contexts per node 

(due to technologies like SMT and CMP) result in significant latency tolerance. For 

example, current technologies with 8-way multithreading and 8 outstanding misses 

per thread (due to out-of-order lockup-free ILP exploitation) can already generate 64 

outstanding requests. Further, we have to consider the requests received at a node 

that result in response packets that need to be sent back. If we make the simplifying
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assumption that each node receives as many requests as it sends out, the number 

of outstanding packets stand at 128. Thus, the use of a source queue size of 1024 

packets, while aggressive, is appropriate if we extrapolate the technology trends.

The extension of a system with independent messages to a system with request- 

response dependencies can be achieved by splitting request and response virtual chan­

nels.

5.4.3 Network Workload

The offered load consists of each node generating 16-flit packets at the same fixed rate 

for the duration of the simulation. The goal is to show that the simulation results are 

valid for a variety of loads. Ideally, we would like to measure interconnect performance 

by using real communication workloads from parallel applications. Unfortunately, 

due to inadequate simulation infrastructure and problems associated with trace-based 

simulation [10], it is the state-of-the-practice to evaluate interconnection network 

performance with synthetic communication workloads.

The use of synthetic communication patterns that are “difficult” (i.e., they in­

crease contention for resources, resulting in sub-optimal/ worst-case performance [62]) 

and/or “useful” (i.e., they correspond to the communication pattern for various par­

allel numerical algorithms [20]) to evaluate interconnection network performance is 

widespread in the literature [4, 27, 36, 40, 41, 61, 49]. Towles and Dally [62] demon­

strate a technique to construct a synthetic traffic pattern that results in the worst-case 

performance for oblivious routers, but this technique is not applicable to adaptive 

routers.

Apart from the widely used, uniform random traffic pattern, we consider three 

synthetic communication patterns, hit-reversal, perfect-shuffle and complement to 

stress the network in non-uniform ways. The communication patterns differ in
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the way a destination node is chosen for a given source node with bit co-ordinates 

(a„_i, an_2, • • ■, ai, a0). The bit co-ordinates for the destination nodes are (a„_2, an_3,

. . ,  Uq, a„_i) for perfect shuffle, (an_i, a„_2, . . . ,  « i, ao) for complement and (ao, a!, 

. . ,  a„_2, an_i) for bit-reversal.

5.4.4 Network and R outer A rchitectures

I use a minimal, fully-adaptive router (Figure 2.1) as the base configuration. I eval­

uate the base (minimal, adaptive) and BLAM network configurations with both the 

Disha [38] progressive deadlock recovery scheme with a time-out of 25 cycles and 

deadlock avoidance [18]. (Note, Chaos does not need either of these two schemes.)

I use these configurations to maximize performance in the common case (i.e. 

before saturation). Deterministic deadlock-free routing (□ in Figure 5.5) places re­

strictions on routing which results in lower performance and earlier saturation. Turn 

model based schemes offer partial adaptivity and better performance in meshes, but 

these schemes are not enough to prevent deadlocks in k-ary, n-cubes because the
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wrap-around edges in the torus enable deadlock cycle formation without taking any 

turns in the topology. The maximum throughput achievable using the turn model 

in a 16x16 mesh (the 100% (mesh) line in Figure 5.5) is poorer than the through­

put achieved in a 16-ary, 2-cube (torus) using a static dimension-ordered routing. 

This is because the addition of the wrap-around edges alters the network properties 

significantly enough to double the theoretical maximum throughput [5]. As such, 

the excellent performance demonstrated by various flavors of the turn model are not 

applicable in the context of k-ary, n-cubes [30, 63].

I have evaluated the following fc-ary, n-cube topologies: 16-ary, 2-cube (256 

nodes), 8-ary, 3-cube (512 nodes), 32-ary, 2-cube (1024 nodes). I present detailed 

results and analysis for the 16-ary, 2-cube in Sections 5.5.1-5.5.4. Section 5.5.5 de­

scribes BLAM performance on the other two topologies that I consider, i.e., 8-ary, 

3-cube and 32-ary, 2-cube.

Each router has one injection channel (through which packets sent by that node 

enter the network) and one delivery channel (through which packets sent to that node 

exit the network). The routers use edge-buffers (buffers associated with virtual chan­

nels) that can hold an entire packet. There is a one cycle arbitration delay and a one 

cycle routing delay per packet. This is not a bottleneck because routing/arbitration 

occurs only for the header flit of a packet. The remaining flits simply stream behind 

the header flit along the same switch path. It takes one cycle per flit to traverse the 

cross-bar switch and one cycle per flit to traverse a physical link. Each physical link 

is capable of full duplex communication.

5.5 Simulation Results

This section presents simulation results. I begin by examining the overall performance 

of the BLAM router. This is followed by a comparison of BLAM with three virtual
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channels (i.e., three each of the input and bypass buffers per physical channel) against 

a minimal, adaptive router with six virtual channels. I call this a ” resource-neutral” 

comparison, because these two configurations have the same number of buffers and 

crossbar inputs. Next, I evaluate the effects of varying the maximum number of 

allowed misroutes. Finally, I dissect BLAM performance by examining the effects of 

adding eager misroutes, lazy misroutes and bypass buffers, in isolation, to the base 

router.

The primary conclusions from the simulations are:

1. The BLAM router sustains near- Chaos throughput for all considered commu­

nication patterns at high offered load levels where the base case suffers a drop 

in throughput.

2. The combined use of lazy misroutes and bypass buffers are necessary for high 

performance.

3. I isolate the effects of misroutes to validate and extend previous research find­

ings that misroutes alone, whether eager or lazy, decreases performance.

5.5.1 Overall Perform ance

This section examines the performance of a complete BLAM router implementation 

with a limit of 16 misroutes on a 16-ary, 2-cube with 16-flit packets. I explore other 

topologies and packet sizes later in this section. Figure 5.6 shows the bandwidth (left 

graphs [a] and [c]) and latency (right graphs [b] and [d]) with the random communi­

cation pattern for the base cases with deadlock recovery (top graphs [a] and [b]) and 

deadlock avoidance (bottom graphs [c] and [d]). Figure 5.7 have similar graphs for 

the bit-reversal, complement and perfect shuffle traffic patterns respectively. Note 

the logarithmic scale used on the y-axis for the latency graphs.
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Consider the graphs for the uniform random traffic (Figure 5.6). The curve for 

the base router illustrates the network saturation problem. As load increases, the 

network throughput increases to a certain extent. However, at saturation, there is a 

sudden drop in throughput since only the escape paths are available for packets to 

make forward progress.

There are two curves corresponding to the BLAM router: one for the configuration 

with three virtual channels (SVC) per physical channel (x in Figure 5.6-Figure 5.8) 

and another for the configuration with six virtual channels (6VC) per physical channel 

(A in Figure 5.6-Figure 5.8). Both curves show that BLAM is able to prevent the 

drop in performance that occurs at high loads due to deadlocks in adaptive channels. 

Furthermore, BLAM achieves performance comparable or superior to chaos while 

providing deterministic guarantees.

Similar results for deadlock avoidance show that, qualitatively, the only difference 

in performance as compared to the deadlock recovery configuration is the higher 

saturation throughput for the base case. BLAM (on top of deadlock avoidance) still 

outperforms the base deadlock avoidance configuration.

T hroughput/L atency Tradeoff

Figure 5.6 also demonstrates a throughput/latency tradeoff based on the number 

of virtual channels. The 6VC configuration shows higher throughput than the 3VC 

configuration, however this comes at the cost of higher latency. The reason is the 6VC 

BLAM has a higher number of bypass-buffers, and a packet is able to stay in a buffer 

for a longer period of time. Recall, a packet is misrouted only when another packet 

needs to enter the same bypass buffer. I verified this phenomenon by measuring 

the amount of time a packet spends in the bypass-buffers. For the six heaviest 

applied loads in Figure 5.6, where the difference in latencies becomes obvious, packets
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stay in the bypass buffers 35%, 77%, 55% and 48% longer, on average, in the 6VC 

configuration than in the SVC configuration for the uniform random, perfect shuffle, 

complement and bit reversal traffic patterns, respectively. To better understand this 

throughput /latency tradeoff, I compare the bandwidth and latency of 6 VC BLAM 

and SVC BLAM to the throughput and latency of Chaos for the six heaviest applied 

loads.

6VC BLAM achieves better throughput than chaos for three of the four commu­

nication patterns. The throughput improves by as much as 56% (for bit-reversal) 

and is 5% lower only in the case of uniform random traffic. The behavior of 3VC 

BLAM is qualitatively similar with slightly lower throughput. For 3VC BLAM, the 

throughput vary from 10% lower to 48% higher than chaos.

The latencies for 6VC BLAM are between 35% (for bit-reversal) and 151% higher 

(for perfect shuffle) than Chaos latencies, on average. A similar latency comparison 

for 3VC BLAM shows that it achieves latencies varying from 22% lower (for comple­

ment) to 42% higher (for perfect shuffle) than Chaos latencies. In conclusion, 6VC 

BLAM suffers from increased latency to achieve better-than-chaos throughput. In 

contrast, 3VC BLAM achieves much better latencies than 6VC BLAM for a small 

penalty on throughput.

R esource-N eutral Comparison

Comparing the six virtual channel base case against the BLAM router with six vir­

tual channels is not a resource-neutral comparison. This is because BLAM requires 

additional bypass buffers for each virtual channel, in this case doubling the number 

of buffers. BLAM also requires a larger crossbar with twice as many inputs: the base 

virtual channel inputs and the bypass buffer inputs. A resource neutral comparison 

can be made between the six virtual channel minimal adaptive router and the BLAM
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router with three virtual channels. From Figs 3.4-3.7 this resource neutral compar­

ison reveals that the 3VC BLAM router (x) outperforms the base router (o) for all 

traffic patterns. The 3VC BLAM router maintains high throughput at higher load 

levels whereas the 6VC base router saturates.
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5.5.2 Varying th e  M isroute Limit

The previous results use a BLAM router with up to 16 misroutes. In this subsection, 

I examine the trade-offs involved in varying this limit. Figure 5.11 shows the perfor­

mance of 6VC BLAM as the misroute limit is increased progressively from 3 to 8 to 

16. In general, increasing the number of misroutes postpones saturation as packets 

can use the adaptive channels for a longer period of time.

For uniform random traffic, a limit of three misroutes is enough to prevent satura­

tion. Increasing the number of misroutes beyond three does not change the behavior 

in any significant manner. In contrast, the perfect-shuffle communication pattern (see 

Figures 5.11c & 5.lid )  shows well-separated performance curves as the misroute limit 

is varied. This facilitates explanation of network behavior in response to variations 

in the misroute limit.

As the misroute limit increases, network saturation (and the corresponding drop 

in performance) occurs at higher and higher loads. Allowing upto three misroutes 

prevents saturation at certain loads. But at higher loads, the packets use up all 

the allowed misroutes and are then constrained to route only within the minimum 

rectangle. This increases the frequency of deadlock cycles forming in the adaptive 

channels and hence increases the frequency of deadlock-free channel usage. Similarly, 

8 misroutes, while better than 3 misroutes, is unable to prevent saturation at the 

higher loads.

Note, 16 misroutes is high enough for all the loads and communication patterns 

I considered. In general, the number of misroutes should be set to a value that is 

high enough to reduce the probability of using the deadlock-free escape paths for any 

workload that the network may handle. However, for some workloads the network 

could saturate but the resulting behavior will be no worse than that of a minimal
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adaptive router. Theoretically, high latencies are possible if the limit on misroutes 

is very high, because my BLAM implementation does not have the randomization 

property of the Chaos router which increases the probability of packet delivery with 

increasing time. However, I have not observed this in practice.
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5.5.3  E ffect of Adding Bypass Buffers

The bypass buffers create additional buffering capacity in each node which can break 

some hold-and-wait cycles, thus improving performance over the base case. The curve 

for zero misroutes (v) in Figure 5.11 isolates the effect of only adding bypass buffers 

to the base router. While there is some marginal improvement over the base case, 

increasing network load eventually saturates the additional buffers.

5.5.4  M -m isro u te , A daptive router

The next section examines the effects of adding misroutes (both eager and lazy) 

without bypass buffers to the base router.

Eager Misroutes: In this scheme misroutes are initiated eagerly whenever a packet 

is unable to find a profitable route. Figure 5.15 shows the simulation results with 

eager misroutes. From these simulations, we observe that eager misrouting without 

bypass buffers is insufficient to prevent saturation. In fact, eager misrouting consis­

tently performs worse than the base router, and increasing the misroute limit further 

exacerbates saturation. This behavior matches expectations.

Previous research [38] shows that starting out with a minimal adaptive router 

(with wormhole routing and Disha deadlock recovery) and enabling a limited num­

ber of misroutes does not improve performance for uniform random traffic. My 

experiments reproduce this result for virtual cut-through switching and other traffic 

patterns. Note, previous work did show that misroutes can be helpful in the case of 

hot-spot traffic pattern (where one node is the destination for packets coming from 

many source nodes.)
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Lazy misroutes: BLAM performance combines the effects of bypassing and lazy

misrouting. To separate the effects of bypassing from lazy misrouting I modified the 

eager misrouting technique to delay misrouting for a set number of cycles—called 

spin-cycles. During this time the packet continues to try and obtain a profitable 

route but packets that follow cannot bypass the stalled packet. Simulation results 

show that while lazy misrouting is better than eager misrouting, it is still worse than 

the base case. Figures 5.18 and 5.19 shows the performance of the base configuration 

with upto 3 misroutes and various spin-cycles. These results demonstrate that the 

benefit of avoiding unproductive misroutes is lost because of the lack of bypassing, 

which stalls packets that follow.
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5 .5 .5  V a r y in g  P a c k e t  S iz e  a n d  N e tw o r k  S ize

So far, I have presented results for 16-ary, 2-cubes with 16 flit packets. It is important 

to verify that the results we saw are representative for the design space of realistic 

distributed shared memory multiprocessors. Evaluating BLAM for every point in 

this huge design space3 is not feasible. In this section, I present results for some 

network sizes and packet sizes selected on the basis of technology trends.

Other packet sizes

In the context of cache-coherent, distributed shared memory multiprocessors, network 

packets carry blocks of data corresponding to the cache blocksize of the cache most 

distant from the processor. In current day systems, this typically means the level 

2 (L2) cache. The L2 cache block size in recent processors varies between 64 Bytes 

(UltraSPARC 2, Alpha 21164, Alpha 21264) and 128 bytes (Pentium 4). Using 

these as typical cache block sizes and using the Alpha 21364 flit size (4 Bytes) as 

the typical flit width, the packet sizes of interest range between 8 flits and 32 flits. 

Taking technology trends into account, I also consider larger 64 flit packets.

From my simulation results of a 16-ary, 2-cube network with workload using 32 

flit and 64 flit packets (Figures 5.20-5.23), we observe from that the base network 

saturates at a lower packet injection rate when packet size is increased to 32 flits and 

64 flits. This is expected because the load, as measured in flit injection rate, increases 

when the packet size increases. Apart from this difference, the relative performance of 

the base minimal adaptive router, 6VC BLAM and 3VC BLAM remain qualitatively 

similar.

3where, design space =  {(all packet sizes) X  (all network sizes)}
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Other network sizes

The 16-ary, 2-cube network I considered in earlier sections had 256 nodes. In this 

section, I evaluate BLAM with 512 node and 1024 node networks as well. For the 512 

node system, I consider an 8-ary, 3-cube topology to verify BLAM operation at higher 

dimensions as well. For the 1024 node system, I use a 32-ary, 2-cube. Figures 5.24, 

5.25, 5.26 and 5.27 show the performance of BLAM for an 8-ary, 3-cube (512 nodes) 

network ((a) and (b)) and a 32-ary, 2-cube (1024 nodes) network ((c) and (d)) with 

16 flit packets for uniform random, bit reversal, complement and perfect shuffle traffic 

patterns respectively. For these two network sizes, the BLAM misroute limit is set to 

32 for the 8-ary, 3-cube and to 64 for the 32-ary, 2-cube, because a limit 16 misroutes 

was insufficient to prevent the heavy use of deadlock-free paths resulting in poor 

performance.

5.6 Summary

High performance, deadlock-freedom, and livelock-freedom are all important for mul­

tiprocessor interconnection networks. Unfortunately, existing routing algorithms 

trade off one property for others. Minimal, adaptive routing algorithms compro­

mise performance at high loads to guarantee deadlock-freedom and livelock-freedom. 

In contrast, Chaotic routing algorithms accept weaker, probabilistic livelock-freedom 

guarantees to achieve high performance and deadlo ck-fr eedom. The challenge is to 

design a routing algorithm that combines the best of minimal adaptive routing and 

Chaotic routing to provide high performance without sacrificing deadlock- or livelock- 

freedom.

This chapter proposes a new routing algorithm—called BLAM (Bypass buffers 

with Limited Adaptive lazy Misrouting)—which achieves that goal. Like minimal
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adaptive routing algorithms, BLAM provides deadlock-freedom by the use of a deadlock- 

free escape paths. Like Chaos, it provides high performance via the use of lazy mis- 

routing and the packet exchange protocol. BLAM implements lazy misrouting via 

bypass buffers at the input ports. However, unlike Chaos, BLAM limits the number 

of misroutes, thereby, providing livelock-freedom.

Using simulation of a variety of configurations and communication patterns, I 

demonstrate that BLAM achieves very high network performance, which is compa­

rable to what Chaos can achieve. Additionally, I demonstrate that components of 

BLAM-bypass buffers and lazy misrouting-may not necessarily improve performance 

individually. However, when combined in BLAM, these techniques can provide very 

high network throughput.

Unfortunately, inspite of their high performance, no commercial product (to the 

best of my knowledge) has adopted Chaotic routing algorithms, even though they 

have existed for more than a decade. The presence of livelocks-however, low the 

probability may be—causes network designers to shy away from such algorithms. 

BLAM removes this barrier by providing performance similar to Chaotic routing 

algorithms, but with guaranteed livelock- and deadlock-freedom.
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8-ary, 3-cube (512 node) Network
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8-ary, 3-cube (512 node) Network
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8-ary, 3-cube (512 node) Network
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8-ary, 3-cube (512 node) Network
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Chapter 6: 
Conclusion

Large-scale cache coherent shared memory machines constitute an important and 

growing portion of the server market. The trend towards more powerful processing 

power per node results in increased loads on the interconnection networks.

Interconnection network performance is an important component of overall system 

performance in such systems and demanding server applications expect the intercon­

nection network to provide high-bandwidth, low latency communication. Unfortu­

nately, interconnection networks suffer from known performance problems at high 

loads due to network saturation.

Previously studied techniques to solve this problem can be broadly classified into 

two approaches: (a) the congestion control approach and (b) the load balancing 

approach. The congestion control approach tries to control the offered load to keep 

the network below saturation. The load balancing approach tries to avoid creation of 

network “hot-spots” that can quickly propagate due to tree saturation. This thesis 

proposes and evaluates three techniques to overcome the performance problems at 

high loads. The first technique falls under the congestion control category and the 

next two fall under the load balancing category.

6.1 Summary

The first technique— Tune—relies on faster feedback and self-tuned source-throttling 

to keep the network operating. Using proactively propagated global congestion infor­

mation, Tune limits the injection of new packets into the network when it determines 

that saturation is imminent. This keeps the network operating in its high-throughput, 

low-latency region of operation. Further, Tune also uses global throughput informa-
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tion to implement a robust self-tuning mechanism that enables two key features: (a) 

it is able to recover even if it goes into saturation and (b) it is able to adapt to 

changes communication patterns.

Tune uses an exclusive sideband signaling mechanism to gather global buffer occu­

pancy and throughput information. The buffer occupancy information conveys faster 

congestion feedback and the throughput information is used to drive the self-tuning 

mechanism.

Exhaustive simulations with various communications patterns, steady loads and 

bursty loads show that Tune is able to effectively prevent the performance degra­

dation at saturation. Comparing Tune to a previously proposed source-throttling 

mechanism—ALO [4]—that uses local congestion information and fixed thresholds 

shows that Tune is better at preventing performance degradation at saturation. Eval­

uation of meta packets as an information distribution mechanism shows that the 

delays in gathering information make it unsuitable for Tune.

The second technique— congestion aware via-routing—attempts to improve per­

formance by achieving better load balancing in the minimum rectangle by using global 

congestion aware routing. The evaluation of various flavors of the via-routing scheme 

shows that via-routing in the minimum rectangle offers no significant advantage over 

the load balancing inherent in fully adaptive (minimal) routing. Experiments which 

assume perfect knowledge of the least congested paths in the minimum rectangle still 

show significant performance degradation in performance at saturation.

Finally, the third technique is a non-minimal routing algorithm—BLAM—that 

uses limited, lazy misrouting and bypassing to achieve near-chaos performance with 

deterministic guarantees of deadlock- and livelock-freedom for virtual cut-through 

networks.

Experiments show that each component of BLAM (limited misrouting with escape
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paths, distributed bypass buffers and lazy misrouting), when used individually, offers 

little improvement at best and can actually hurt performance in some cases. But 

the three components acting in concert (as in the BLAM routing algorithm), not 

only sustain high-bandwidth, low latency network operation but also extend the 

load at which saturation occurs. The limit on misroutes guarantees livelock-freedom 

inspite of non-minimal routing and the escape paths guarantee deadlock freedom 

when the misroutes are exhausted. Lazy misrouting prevents premature misrouting 

and distributed bypass buffers enables stalling packets to make way for other packets 

that follow.
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