
Gearing up for the 21st century space race
Debopam Bhattacherjee1, Waqar Aqeel2, Ilker Nadi Bozkurt2, Anthony Aguirre3, Balakrishnan Chandrasekaran4,

P. Brighten Godfrey5, Gregory Laughlin6, Bruce Maggs2,7, Ankit Singla1
1ETH Zürich, 2Duke, 3UCSC, 4MPI-INF, 5UIUC, 6Yale, 7Akamai Technologies

Abstract
A new space race is imminent, with several industry players

working towards satellite-based Internet connectivity. While
satellite networks are not themselves new, these recent pro-
posals are aimed at orders of magnitude higher bandwidth and
much lower latency, with constellations planned to comprise
thousands of satellites. These are not merely far future plans
— the first satellite launches have already commenced, and
substantial planned capacity has already been sold. It is thus
critical that networking researchers engage actively with this
research space, instead of missing what may be one of the
most significant modern developments in networking.

In our first steps in this direction, we find that this new
breed of satellite networks could potentially compete with
today’s ISPs in many settings, and in fact offer lower laten-
cies than present fiber infrastructure over long distances. We
thus elucidate some of the unique challenges these networks
present at virtually all layers, from topology design and ISP
economics, to routing and congestion control.

1 Introduction
Tintin A and B are already flying a few hundred kilome-

ters above us in low Earth orbits (LEO) [29]. Launched by
SpaceX [56] in early 2018, these two test satellites are a part
of SpaceX’s plan to build a satellite constellation for global
broadband Internet coverage. The launch raises optimism
about their plan [58] which was recently approved by the
US Federal Communications Commission (FCC) in a 5-0
vote [14]. SpaceX is also not alone in its endeavor: other
contenders include OneWeb [44] and LeoSat [39].

These efforts are ambitious and rapid-paced, with substan-
tial potential to completely upend networking. SpaceX’s Star-
link constellation is set to comprise 12,000 satellites and plans
to launch the first phase of 4425 LEO satellites by March
2027. FCC’s approval stipulates that SpaceX must deploy at
least 50% of the satellites by March 2024 [14]. A following
phase is planned for the deployment of more than 7000 very
low Earth orbit (VLEO) satellites [58]. OneWeb, backed by
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at least $1.2 billion in investment [54], has received FCC ap-
proval to launch more than 700 LEO satellites [20]. OneWeb
has now requested approval for 1200 additional satellites be-
yond their original proposed constellation [31]. This request
for additional capacity follows the company’s claims of hav-
ing already sold a substantial fraction of the initially planned
capacity [46].
Aren’t satellite networks old hat? Satellite networks like
HughesNet [32] and ViaSat [61] have been operational for
many years. These are geosynchronous (GSO) satellite con-
stellations and, hence, have a fundamental limitation—a height
of 35,786 km that results in high latency, with reported round-
trip times (RTTs) often exceeding 600ms [15]. The GSO
constellations also provide very limited bandwidth.

Non-geosynchronous orbit (NGSO) satellites are also in op-
eration, but presently cater to niche communication needs. For
instance, the medium Earth orbit (MEO) zone, with heights
ranging from 2000 km to below that of GSO, is occupied
by navigation systems including GPS [2], GLONASS [33],
and Galileo [25]. Also operating in this band is O3b [51], a
16-satellite constellation providing communication for ships,
offshore platforms, and regions with poor terrestrial connec-
tivity. O3b claims 140ms RTTs and a maximum throughput
of 2.1Mbps per connection [43]. The Iridium [4] and Iridium
NEXT [3] constellations have even lower altitude, operating
in the LEO zone, but focus on satellite telephony.

Thus, no operational constellation addresses global broad-
band Internet connectivity at low latency. This is the space
newer players seek to occupy. SpaceX’s stated goal, for in-
stance, is “to have the majority of long distance Internet traffic
go over this network” [24]. To this end, they are planning to
deploy thousands of low-flying satellites. With altitudes of
a few hundred kilometers in LEO and VLEO orbits, these
promise RTTs comparable to terrestrial ISPs. Furthermore,
the planned 12,000 satellites [58] could provide capacity com-
parable to the entire Internet’s long-haul fiber [48].

Thus, the newly proposed satellite networks would be a
significant leap in Internet infrastructure, comparable to the
laying of the first submarine cables, and it is worth consid-
ering the opportunities and challenges they present. In our
first steps towards framing this research direction, we analyze
the latencies such networks could potentially provide; discuss
how they fit in the present context; and contrast them with
other possibilities such as retrofitting airplanes [5].

We also examine the variations in latency over such net-
works that are a fundamental consequence of stepping down
from geosynchronous orbits (which are, by definition, static
with respect to the Earth) and using multiple hops across
satellites, involving satellite-to-satellite communication. Our
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observations highlight several research challenges these net-
works would pose across all layers, including how the phys-
ical topology for these networks could be designed; how
Internet routing may need to account for greater diversity and
variability in route performance; and how the new latency-
focused congestion control proposals may need to be reevalu-
ated, if not entirely rethought. We hope that our exploration
serves as a call to arms in this new space race.

Our work complements existing work [64], which focuses
on some of these problems solely in the intra-constellation
context, by considering integration with today's terrestrial
Internet. It is also encouraging that two parallel, independent
efforts are addressing related problems, one focusing on re-
constructing SpaceX's constellation and its potential for low
latency and multipath routing [30], and another highlighting
the limitations of the Internet's routing mechanisms for such
networks, especially as they are incrementally deployed [36].

2 Expectations
While the �rst satellites are already in orbit, no measure-

ments of these are available other than what can be inferred
from their physical orbits. We thus �nd ourselves in the some-
what unusual position of discussing research for a very new
and developing artifact, without having the bene�t of many
available estimations of its potential and shortcomings. How-
ever, given the high likelihood that at least one of the several
well-funded players will succeed in large part, we believe
this early stage is the right time to familiarize the networking
community with what is known or can be inferred, so we can
maximize our potential impact on this space.

We discuss the expected coverage, bandwidth, and cost of
transferring data over SpaceX's Starlink satellite constellation,
which, with the �rst two test launches in place, is perhaps
the most mature, and is the largest of those planned. This
discussion draws primarily on SpaceX's �lings [14, 26, 52,
58] with the telecommunications regulatory body in the US,
the FCC, but also their informal announcements.
Coverage:SpaceX claims [26] that the fully deployed Star-
link constellation will provide100%geographic coverage of
the Earth. The LEO constellation will consist of4425satellites
spread over83orbital planes with5different inclinations1 at a
1An orbit's inclination is the angle between the equator and the orbit, with
polar orbits having a90° inclination.

Figure 1: A uniform LEO satellite constellation consisting of 20
polar orbits, i.e., each with inclination90°. Each orbit itself has
20 satellites.

mean altitude of1160 km. This constellation will be followed
by a VLEO constellation deployment with7518additional
satellites at lower heights (335–346 km). To receive service, a
ground station or end-point would need a Phased Array an-
tenna, the size of which is only described for now by SpaceX
as no bigger than a “pizza box” [18]. This size speci�cation
unfortunately rules out direct end-to-end coverage for devices
like smartphones.
Bandwidth: Each satellite is claimed to have a20 Gbpsdown-
link [57]. For a �nal deployment with� 12K satellites, the
aggregate available downlink is expected to be� 240 Tbps,
comparable to today's estimated aggregate �ber capacity of
295Tbps [48]. A caveat to this comparison is that there is as
yet no public information about how the inter-satellite links
(ISLs) would be provisioned. But even a sparse set of ISLs
(e.g.,4 per satellite; see §3.1) would amount to a large back-
bone capacity (even after accounting for several inter-satellite
hops for each end-to-end connection.)
Cost of data transfer: SpaceX estimates the cost of deploy-
ing the entire constellation to be� $10billion [35]. The satel-
lites' estimated life is5 years, and the replacement cost for
the entire constellation is estimated at� $4 billion. (The re-
placement cost is lower due to estimated reductions in manu-
facturing and deployment costs over time.) We conservatively
use the larger cost projection of $10billion to estimate the
cost of data transfer for the �rst5 years of the full constel-
lation's operation. Aggregate downlink capacity of the full
deployment is estimated to be240 Tbps. If we assume only a
10%utilization and earnings of3� the deployment cost2 for
SpaceX, we arrive at� $0:06per GB. This very conservative
estimate is comparable to transit bandwidth pricing, which
ranges roughly from $0:003-0:03 per GB, with substantial
variation across markets [13]. Thus, such networks would be
competitive against terrestrial ISPs, particularly because they
also provide lower latency over long distances.

3 The opportunity: low latency
A key advantage of NGSO satellites is that their low alti-

tude can provide low latency connectivity. While terrestrial
ISPs can provide lower latency for well-connected locations
and locations that are geographically close to each other, LEO
satellites can achieve a substantial latency reduction for long
distances by allowing physically shorter paths, and operating
at nearly the speed of light in vacuum.

3.1 Specifying satellite constellations
We built a simple framework to evaluate satellite constella-

tions, which allows us to simulate constellations of different
sizes by varying the number of orbits and satellites per orbit.
Satellite orbits: We use orbits that are equidistant from each
other, and also uniformly space satellites within an orbit. For
specifying the trajectory of a satellite,8 orbital elements [47]
(including an epoch, the 6 Keplerian elements, and a drag
parameter) need to be speci�ed. We uniformly vary the right
2These two numbers are chosen with the expectation that more informed
estimates will only lower the �nal cost per GB estimate.
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