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Statistical Learning Theory
• Ockham’s Razor: The best models are simple models 

that fit the data well.
• William of Ockham, English frier and philosopher 

(1287-1347) said that among hypotheses that predict 
equally well, we should choose the one with the 
fewest assumptions.
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• Ockham’s Razor: The best models are simple models 
that fit the data well.
• We need a balance between accuracy and simplicity.
• Most common machine learning methods choose f to 

minimize training error and complexity.
• Aims to thwart the “curse” of dimensionality.
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• To generalize, keep the model simple! Choose  f to minimize:
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• To generalize, keep the model simple! Choose  f to minimize:

• Principle of Ockham’s Razor: Aim for a simple and accurate 
explanation.
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If f is linear:
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Ridge Regression
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Support Vector Machines



Since the difference between these algorithms in theory is somewhat small, they 
tend also to perform similarly on many datasets if they use the same features. 
The catch is that they use very different kinds of features.


