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We consider a setting in which a principal faces a decision and asks an external expert for a recommendation as well as a probabilistic prediction about what outcomes might occur if the recommendation were implemented. The principal then follows the recommendation and observes an outcome. Finally, the principal pays the expert based on the prediction and the outcome, according to some decision scoring rule. In this paper, we ask the question: What does the class of proper decision scoring rules look like, i.e., what scoring rules incentivize the expert to honestly reveal both the action he believes to be best for the principal and the prediction for that action?

We first show that in addition to an honest recommendation, proper scoring rules can only incentivize the expert to reveal the expected utility of taking the recommended action. The principal cannot strictly incentivize honest reports on other aspects of the conditional distribution over outcomes without setting poor incentives on the recommendation itself. We then characterize proper decision scoring rules as ones which give or sell the expert shares in the principal’s project. Each share pays, e.g., $1 per unit of utility obtained by the principal. Owning these shares makes the expert want to maximize the principal’s utility by giving the best-possible recommendation. Furthermore, if shares are offered at a continuum of prices, this makes the expert reveal the value of a share and therefore the expected utility of the principal conditional on following the recommendation.

We extend our analysis to eliciting recommendations and predictions from multiple experts. With a few modifications, the above characterization for the single-expert case carries over. Among other implications, this characterization implies that no expert should be able to “short-sell” shares in the principal’s project and thereby profit if the project goes poorly. Inspired by our results, we finally give a detail-free auction-based mechanism for eliciting information for decision making.
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1 INTRODUCTION

Consider a firm that is about to make a major strategic decision. It wishes to maximize the expected value of the firm. It hires an expert to consult on the decision. The expert is strictly better informed than the firm, but it is commonly understood that the outcome conditional on the chosen course of action is uncertain even for the expert. The firm can commit to a compensation package for the expert; compensation can be conditional both on the expert’s predictions and on what happens (e.g., in terms of the value of the firm) after a decision is made. (The compensation cannot depend on what would have happened if another action had been chosen.) The firm cannot or does not want to commit to an arbitrary mapping from expert reports to actions: once the report is made, the firm will always choose the action that maximizes expected value, conditional on that report. What compensation schemes will incentivize the expert to report truthfully? One straightforward solution is to give the expert a fixed share of the firm at the outset. Are there other schemes that also reward accurate predictions? What compensation schemes are effective if the firm can consult multiple experts?

Our approach to formalizing and answering these questions is inspired by existing work on eliciting honest predictions about an event that the firm or principal cannot influence. In the single-expert case, such elicitation mechanisms are known as proper scoring rules [Brier, 1950; Good, 1952, Section 8; McCarthy, 1956; Savage, 1971; Gneiting and Raftery, 2007]. Formally, a scoring rule for prediction $s$ takes as input a probability distribution $\hat{P}$ reported by the expert, as well as the actual outcome $\omega$, and assigns a score or reward $s(\hat{P}, \omega)$. A scoring rule $s$ is proper if the expert maximizes his\(^1\) expected score by reporting as $\hat{P}$ his true beliefs about how likely different outcomes are. The class of proper scoring rules has been completely characterized in prior work [e.g., Gneiting and Raftery, 2007, Section 2]. This characterization also provides a foundation for the design of proper scoring rules that are optimal with respect to a specific objective (and potentially under additional constraints), and as such can be viewed as analogous to characterizations of incentive compatible choice functions in mechanism design, including characterizations based on cycle monotonicity or weak monotonicity.

In Section 2, we derive a similar characterization of what we call proper decision scoring rules – scoring rules that incentivize the expert to honestly report the best available action and a prediction. We show that proper decision scoring rules cannot give the expert strict incentives to report any properties of the outcome distribution under the recommended action, other than its expected utility (Section 2.2). Intuitively, rewarding the expert for getting anything else about the distribution right will make him recommend actions whose outcome is easy to predict as opposed to actions with high expected utility. Hence, the expert’s reward can depend only on the reported expected utility for the recommended action, and the realized utility. We then give a complete characterization of proper decision scoring rules (Section 2.3). In the case of a company maximizing its value, the mechanisms can be interpreted as offering the expert to buy, at varying prices, shares in the company (Section 2.4.1). The price schedule does not depend on the action chosen. Thus, given the chosen action, the expert is incentivized to buy shares up to the point where the price of a share exceeds the expected utility of the share, thereby revealing the expected utility. Moreover, once the expert has some positive share in the principal’s utility, he will be (strictly) incentivized to recommend an optimal action.

Our work on the multi-expert case is also inspired by work on eliciting mere predictions. Much of this work has focused on a particular type of elicitation mechanism known as prediction markets [e.g., Hanson, 2003; Pennock and Sami, 2007]. Prediction markets can be constructed using single-expert scoring rules as a building block. For example, in a market scoring rule, agents successively update

---

\(^1\)We use “he” for experts and "she" for the principal, i.e., the firm or person setting up the mechanism.
the probability estimate, and an agent that updated the estimate from \( \hat{P}_t \) to \( \hat{P}_{t+1} \) is eventually rewarded \( s(\hat{P}_{t+1}, \omega) - s(\hat{P}_t, \omega) \). But prediction markets can also be implemented to resemble real-world securities markets. In particular, a common approach is to let the experts trade Arrow-Debreu securities that each pay out a fixed amount — say, $1 — if a given event happens, and $0 otherwise. Then, at any point, the price at which this security trades can be seen as the current market consensus of the probability that the event takes place.\(^2\)

Our goal is, again, to lay the foundations for a theory of eliciting recommendations and predictions from multiple experts that is in some sense analogous to existing work on prediction markets. Indeed, existing work (as reviewed in Section 3.4) has proposed decision markets (or conditional prediction markets) as a variation of prediction markets that can advise a decision maker [e.g. Hanson, 1999; Hanson, 2002; Berg and Rietz, 2003; Hanson, 2006; Hanson, 2013, Section IV]. These do not set good incentives in their most commonly described form. Roughly, the problem is (as in the single-expert case) that experts may misreport in order to make the principal take an action that they can predict well (relative to the market) [Othman and Sandholm, 2010, Section 3]. Chen et al. [2014, Section 4] show that choosing suboptimal actions with some small probability can solve the incentive problems while still ensuring that we take the best action most of the time. But in practice, it would be challenging to commit to, based on the outcome of a coin toss, pursuing a course of action that is likely to doom the entire firm. Hence, in this paper, we consider only mechanisms that deterministically (rather than with high probability) take an optimal action.

To find out what properties elicitation mechanisms for decision making with multiple experts must possess, we provide a characterization of such mechanisms (Section 3). We build on the single-expert characterization by designing each expert’s scoring function on the assumption that everyone else reports honestly (i.e., non-strategically). If all scoring rules are designed in this way, honest reporting is a Nash equilibrium. The resulting characterization is structurally the same as that for the single-expert case, but significantly richer, because the multi-expert setting allows for a number of new possibilities. For example, one may (but is not required to) reward experts for accurately predicting other experts’ reports. Moreover, an expert’s recommended action and prediction of the utility to be expected from that action are, in general, conditioned on other experts’ reports.

Besides the impossibility to elicit anything but the expected utility along with an honest recommendation, the characterization implies an interesting impossibility about elicitation mechanisms for decision making (Section 3.3). In prediction markets, traders who change the market probabilities significantly and toward the truth — and therefore can be seen as contributing a significant amount of accurate information — reap higher rewards. Our characterization shows that, other things being equal, an expert gets the same reward for honestly reporting a specific mean, regardless of whether the report helps in identifying the optimal action or not.

2 ELICITING FROM A SINGLE EXPERT

2.1 Setting

We consider a setting in which a principal faces a choice from some finite set of at least two actions \( A \). After taking any such action, the principal observes an outcome from some finite set \( \Omega \), to which she assigns a utility according to some utility function \( u: \Omega \to \mathbb{R} \).

\(^2\)There is a close correspondence between Arrow-Debreu securities markets and market scoring rules [Hanson, 2003; Hanson, 2007; Pennock and Sami, 2007, Section 4; Chen and Pennock, 2007; Agrawal et al., 2009; Chen and Vaughan, 2010].
In addition to the principal, there is an expert who holds beliefs described by some vector of conditional probability distributions $P \in \Delta(\Omega)^4$, which specifies for each action $a \in A$ and outcome $\omega \in \Omega$ the probability $P(\omega \mid a)$ that outcome $\omega$ will be obtained if action $a$ is taken by the principal.\footnote{Throughout this paper, we assume that the expert could hold any beliefs $P \in \Delta(\Omega)^4$. An alternative setting would be one in which the expert has exclusive access to some private piece of information $e \in H$. Each such piece of evidence gives rise to a posterior $P(\cdot \mid a, e) \in \Delta(\Omega)^4$ and the principal knows both the possible pieces of evidence and how they map to posteriors. In some cases, this gives rise to ways of scoring that are not available here. For instance, the outcome $\omega$ might inform the principal directly about which $e$ the expert observed [cf. Boutilier, 2012, Section 3.1; Carroll, 2019]. Extending our characterizations to such settings appears nontrivial. In contrast, in our setup, the principal is not required to know the evidence structure, making the scoring rules under consideration more generally applicable.}

The principal may ask the expert to recommend some action $\hat{a}$ – with the intention of getting the expert to report one that maximizes $\mathbb{E}_P [u(\cdot) \mid \hat{a}]$ – and to also make a prediction $\hat{P}_a \in \Delta(\Omega)$ about what outcome action $\hat{a}$ will give rise to. The principal then always follows that recommendation. The principal could also ask the expert to report on what would happen if she took suboptimal actions $a \neq \hat{a}$. However, it makes little sense for the principal to use these reports for rewarding the expert. After all, these other predictions are never tested. Hence, if she gave him different (expected) rewards depending on whether he reports $\hat{P}_a$ or $\hat{P}_a^\prime$, he would prefer reporting one of them over the other regardless of which represents his beliefs. If we reward based on reports about unrecommended actions $(P(\cdot \mid a))_{a \neq \hat{a}}$, we would therefore strictly incentivize misreporting. For a formal statement and proof of this point, see Othman and Sandholm [2010, Theorems 1 and 4] or Chen et al. [2014, Theorem 4.1]. Since we are concerned with properly incentivizing the expert, we will therefore only consider the report $\hat{P}_a \in \Delta(\Omega)$ about the recommended action $\hat{a}$.

Others have considered principals who take suboptimal actions with some (small) probability [Chen et al., 2014; cf. Zermeño, 2011, 2012]. This can help incentivize the expert to report honestly. For instance, Chen et al. [2014] show that taking an action $a$ with a small positive probability is enough to make the expert honestly report his belief $P(\cdot \mid a)$. The principal may thus learn from the expert about the effects of all actions, not just the one she ends up taking.\footnote{Besides intrinsic curiosity, the principal may also be interested in how large the benefit is of asking an expert – “how better off am I now than I would have been had I taken the action that I thought was best before asking the expert?”} However, randomizing also has a number of disadvantages. First and obviously, the principal prefers taking the best action all of the time over taking the best action almost all of the time. Second, the principal, who will finally make the decision, may be unable to credibly commit to taking, say, the worst available action if the dice demand it. The expert may not trust that the principal will really go through with a promise (or, rather, threat) of choosing a suboptimal action some of the time [cf. Chen et al., 2014, Section 5]. Third, if the probability of suboptimal actions being chosen is small, then rewards or punishments based on the outcomes of these events must be scaled up in inverse proportion to that probability to generate proper incentives [Chen et al., 2014, Theorem 4.2]. While in theory this poses no problem, in practice there are limits to rewards and punishments, due to budgets, limited liability, and other constraints. Operating within these constraints will thus require suboptimal actions to be chosen significantly more often. Fourth, taking each action with positive probability is only an option when the set of available actions is at most countable. Fifth and finally, in the real world an action may produce different effects depending on the probability with which it is taken. For instance, if the decision mechanism is transparent, actions may be more effective when they are chosen with low probability as a result of randomization over suboptimal actions, because they will then catch adversaries and competitors by surprise.

In our setting, the principal has no way of verifying the information she receives. We also assume that the expert has no intrinsic interests in the principal’s endeavors.\footnote{Of course, if the expert wants the principal to succeed, things become easier for the principal. However, the expert’s preferences may also conflict with the principal’s. Boutilier [2012] discusses this problem in the context of using prediction} To nevertheless incentivize
the expert to report his private information honestly, the principal may therefore use a decision scoring rule (DSR) \( s : \Delta(\Omega) \times \Omega \rightarrow \mathbb{R} \), which maps a report and an outcome observed after taking \( \hat{a} \) onto a reward for the expert. This reward could be financial, but it could also be given in some social currency, e.g., a number of points listed on some website. As we have noted earlier, we do not let the score depend on predictions about what would happen if an action other than \( \hat{a} \) were to be taken. Furthermore, we do not let the score depend on what action is recommended – other than through the outcome obtained after implementing \( \hat{a} \). It is easy to see why that would set poor incentives for some beliefs. We do not give a formal proof here to avoid the introduction of alternative formalisms. However, such a proof could easily be constructed as part of the proof of Lemma 2.3. Incidentally, because the DSR does not take as input the recommended action, affecting the principal’s outcome by making a good recommendation is indistinguishable from affecting the principal’s outcome in other ways. Our work, therefore, generalizes beyond this pure recommendation setting. It also means that any proper DSR (as defined and characterized in this paper) not only incentivizes the expert to make good recommendations \( a^* \) but also to take unobservable actions in the principal’s favor whenever he can\(^6\) [cf. the notion of “principal alignment” in prediction markets, as discussed by Shi et al., 2009].

Ideally, the principal sets up \( s \) such that the expert is incentivized to recommend an action \( \hat{a} \) from \( \text{opt}(P) = \arg\max_{a \in A} \mathbb{E}_{O \sim P}[u(O) \mid a] \), the set of optimal actions, and further to report \( \hat{P}_a = P(\cdot \mid \hat{a}) \) honestly. The most basic form of this requirement is (non-strict) propriety: among the reports that give the expert the highest expected score should always be one that consists of an optimal action and an honest prediction. Formally, we can define this as follows.

**Definition 2.1.** We say that a DSR \( s \) is proper if for all beliefs \( P(\cdot \mid \cdot) \in \Delta(\Omega)^A \) and all possible recommendations \( \hat{a} \in A \) and predictions \( \hat{P}_a \in \Delta(\Omega) \) we have

\[
\mathbb{E}_{O \sim P}[s(\hat{P}_a, O) \mid \hat{a}] \leq \mathbb{E}_{O \sim P}[s(P(\cdot \mid a^*), O) \mid a^*]
\]

for some \( a^* \in \text{opt}(P) \).

We limit our attention to designing proper DSRs.\(^7\) However, while this propriety implies that the expert has no bad incentives, it does not require that the expert has any good incentives. For example, any constant \( s \) is (non-strictly) proper. We might therefore be interested in the structure of strictly proper DSRs, i.e., ones where inequality 1 is strict unless \( \hat{a} \) is optimal and \( \hat{P}_a = P(\cdot \mid \hat{a}) \) is reported honestly. As we will see (Lemma 2.4), no DSR is strictly proper in this sense. We will therefore define partially strict versions of propriety.

**Definition 2.2.** We say that \( s \) is right-action proper if it is proper and for all beliefs \( P(\cdot \mid \cdot) \in \Delta(\Omega)^A \) and all possible recommendations \( \hat{a} \in A \) and predictions \( \hat{P}_a \in \Delta(\Omega) \),

\[
\mathbb{E}_P[s(\hat{P}_a, O) \mid \hat{a}] = \max_{a^* \in \text{opt}(P)} \mathbb{E}_P[s(P(\cdot \mid a^*), O) \mid a^*]
\]

markets for decision making. There is also a broad literature on various forms of “persuasion games” [e.g. Crawford and Sobel, 1982]. However, this literature generally assumes that the expert is interested only in the principal’s decision and not additionally motivated by a payment scheme that the principal can select.

\(^6\)From our definition of propriety it will immediately follow that this is the case when the expert knows which interventions he will make at the time of submitting his prediction. Much more surprisingly, our characterization will show that he will be incentivized to take action in the principal’s favor, even if that renders his earlier prediction inaccurate. In other words, if an expert makes a recommendation and prediction today, and then on the next day is to his surprise and unobservable to the principal given an opportunity to increase the principal’s expected utility beyond what he predicted earlier, he will gladly seize that opportunity.

\(^7\)Of course, there may not be a problem with using a mechanism that strictly incentivizes some “harmless” form of misrepresentation – in particular misrepresentation that is guaranteed not to affect our decision. But we could modify any such mechanism to obtain a proper one by “doing the misrepresentation for the player”. This is essentially a single-player version of the revelation principle.
implies \( \hat{a} \in \text{opt}(P) \). We call \( s \) strictly proper w.r.t. the mean if eq. 2 implies

\[
E_{O \sim \hat{P}(\cdot|\hat{a})} [u(O)] = E_{O \sim \hat{P}_a} [u(O)].
\]  

(3)

Right-action propriety should be a main goal. Fortunately, such scoring rules do indeed exist. One class of such rules is especially easy to identify. For any \( c_1, c_2 \in \mathbb{R} \) with \( c_1 > 0 \), we can use

\[
s(\hat{P}_a, \omega) = c_1 u(\omega) + c_2.
\]  

(4)

If we imagine that the principal is some company whose utility is the company’s overall value, then this corresponds to giving the expert some share in the company [Chen et al., 2014, Section 5; cf. Johnstone et al., 2011], which is of course a common approach in principal-agent problems. It is much less obvious what the entire classes of proper and right-action proper DSRs look like, and on what other aspects of the report \( \hat{P}_a \) they can set strict incentives. As we will see, the only further form of strictness that proper DSRs can achieve is strict propriety w.r.t. the mean. This is why we define no other form of (partially) strict propriety here.

Setting incentives on the predictions for what will happen after taking the recommended action can be useful for a variety of reasons. For example, consider again a principal owning a firm. By eliciting predictions, she may hope to inform auxiliary decisions. For instance, the principal may wish to know the expected value of the firm to decide at which prices she would be willing to sell some shares, whether to buy a luxury apartment with a view of Central Park or a modest flat in Brooklyn, etc. Similarly, if the recommended project is risky (if the variance of the utility is high according to the reported probability distribution), the principal may wish to hedge against the uncertainty and hold off on other major decisions that require financial security (acquiring another company, buying said apartment, starting a family, etc.).

Another reason to reward accurate predictions can be motivated by an alternative interpretation of scoring rules themselves. Instead of using scoring rules to set incentives on an expert’s future recommendations and predictions, we could also use them (in line with the name and the original intention of, e.g., [Brier, 1950]) to evaluate experts based on their past record. While making good recommendations is paramount, we would ceteris paribus regard an expert as more competent (and more likely to be helpful in the future) if he can make accurate predictions about what outcomes his recommendations give rise to.

If we are willing to drop the demand of getting honest recommendations, then the characterization of scoring rules for prediction [see, e.g., Gneiting and Raftery, 2007, Section 2] tells us which DSRs are “strictly proper w.r.t. the reported probability distribution” [Chen et al., 2014, Sections 3-4]. It is informative to work through an example of such a scoring rule for prediction and why it fails to be right-action proper. Consider the quadratic scoring rule [originally proposed by and sometimes named after Brier, 1950]:

\[
s(\hat{P}, \omega) = 2\hat{P}(\omega) - \sum_{\omega' \in \Omega} \hat{P}(\omega')^2.
\]

In a context in which no action needs to be selected and an expert must report only a probability distribution, it is well known that the expert is best off reporting the distribution truthfully. Hence, even if we allow the expert to choose the principal’s action and thereby the random variable he is being scored on, it will elicit honest predictions for that random variable. However, \( s \) is not right-action proper. It generally incentivizes the expert to recommend an action \( a \) that is easiest to predict. For instance, suppose that \( \Omega = \{\omega_1, \ldots, \omega_m\} \), that the optimal action \( a^* \) leads to the uniform distribution \( O_{a^*} = \frac{1}{m} \ast \omega_1 + \ldots + \frac{1}{m} \ast \omega_m \), while \( a' \) leads to \( O_{a'} = 1 \ast \omega_1 \) deterministically. Then the expert will

\[\text{In principle, the principal could, of course, let the expert make auxiliary decisions on her behalf. However, this may often be impractical. For example, some of the auxiliary decisions may require knowledge (say, about the NYC housing market) that the given expert or any external expert lacks. Further, many auxiliary decisions may not lead to an observable, quantifiable type of utility. This is especially true for private decisions like buying an apartment.}\]
We claim that always prefer recommending the suboptimal \( a' \), since

\[
\mathbb{E} [s(P_a', O_{a'})] = 1 > \frac{1}{m} = \frac{2}{m} - \sum_{w' \in \Omega} \frac{1}{m^2} = \mathbb{E} [s(P_a', O_{a'})].
\] (5)

### 2.2 Only means matter

We have argued [and, as noted, it has been formally proven in earlier work: Othman and Sandholm, 2010, Theorems 1 and 4; Chen et al., 2014, Theorem 4.1] that proper DSRs cannot strictly incentivize the expert to honestly report on what would happen if a non-recommended action was taken. Next, we prove that if a DSR is to be proper, it can only strictly incentivize the expert to be honest about the the optimal (recommended) action and the expected utility of that action. That is, proper scoring rules can be strictly proper w.r.t. the recommendation and mean, but nothing else.

To prove that result, we need a simple lemma. From the definition of propriety it follows that if one action is better than another, the expert must weakly prefer recommending the better action, even if, say, the worse action makes the outcome more predictable. But perhaps if two actions’ expected utilities are the same, a proper DSR could induce the expert to strictly prefer recommending one of the two (say, the one with an easier-to-predict distribution over outcomes)? It turns out that this is not the case. That is, we show that under honest predicting the expected scores for two different recommendations are the same whenever the expected utilities of the two recommendations are the same.

**Lemma 2.3.** Let \( s \) be a proper DSR and \( P_a, P_{a'} \in A(\Omega) \). Then, if

\[
\min_{\omega \in \Omega} u(\omega) < \mathbb{E}_{O-P_a} [u(O)] = \mathbb{E}_{O-P_{a'}} [u(O)] < \max_{\omega \in \Omega} u(\omega)
\] (6)

it must be the case that \( \mathbb{E}_{O-P_a} [s(P_a, O)] = \mathbb{E}_{O-P_{a'}} [s(P_{a'}, O)] \).

**Proof.** Let \( \omega_L = \arg \min_{\omega \in \Omega} u(\omega) \) and \( \omega_H = \arg \max_{\omega \in \Omega} u(\omega) \) (with ties broken arbitrarily). Let \( L = u(\omega_L) \) and \( H = u(\omega_H) \). Then, for \( p \in (0, 1) \), let \( R_p = p \omega_H + (1-p) \omega_L \) and \( Q_p \) be the distribution of that random variable. Note first that because \( s \) is proper, \( \mathbb{E} [s(Q_p, R_p)] \) is non-decreasing in \( p \). We claim that \( \mathbb{E} [s(Q_p, R_p)] \) is also continuous in \( p \). From this, we will directly derive the claim of the lemma.

Such continuity properties have often been proven in the literature. For example, Frongillo and Kash [2014, p. 1f.] note – translated to our setting – that for proper \( s \), \( \mathbb{E} [s(Q_p, R_p)] = \max_{p' \in [0, 1]} \mathbb{E} [s(Q_{p'}, R_p)] \). So \( \mathbb{E} [s(Q_p, R_p)] \) as a function of \( p \) is the pointwise maximum of a set of functions in \( p \). These individual functions are (by the definition of expectation) affine in \( p \). It can be shown that the pointwise maximum of a set of affine functions is convex. Finally, a convex function defined on an open interval is continuous on that interval. For completeness, we also give a more elementary (longer) real analysis-style proof of continuity in Appendix B.

We now use continuity to show that \( \mathbb{E}_{O-P_a} [s(P_a, O)] \) must be the same for all \( P_a \) with the same non-degenerate mean \( \mu \) (i.e., \( L < \mu < H \)). For \( s \) to be proper, it must be the case that \( \mathbb{E}_{O-P_a} [s(P_a, O)] \geq \mathbb{E} [s(Q_p, R_p)] \) for all \( p \) with \( \mu > pH + (1-p)L \) and \( \mathbb{E}_{O-P_a} [s(P_a, O)] \leq \mathbb{E} [s(Q_p, R_p)] \) for all \( p \) with \( \mu < pH + (1-p)L \). But because \( \mathbb{E} [s(Q_p, R_p)] \) is continuous, this implies \( \mathbb{E}_{O-P_a} [s(P_a, O)] = \mathbb{E} [s(Q_p, R_p)] \) for the \( p \) s.t. \( \mu = pH + (1-p)L \). So for any \( P_a \) with mean \( \mu \), this uniquely fixes the expected score under honestly reporting \( P \) to the same \( \mathbb{E} [s(Q_p, R_p)] \). \( \square \)
It is worth noting that the proof is based on the lack of “space” in the set $\mathbb{R}$ of possible scores. We could imagine experts who maximize a lexicographic score.\footnote{Note that lexicographic utility functions describe the preferences of agents who may violate the continuity axiom but are otherwise vNM-rational [see, e.g., Fishburn, 1971; Blume et al., 1989]. For some philosophical discussion on the (descriptive and normative) plausibility of lexical preferences, see, e.g., Hájek [2012, Note 7] and references therein.} Then our result only shows that the lexically highest value of the scores – under honest reporting – of two equally good recommendations must be the same. But the lexically lower values could be given according to some scoring rule for prediction (such as the quadratic scoring rule) and thus make the expert prefer one of two recommendations with equal expected utility for the expert.

We have now shown that the expected utility of an action uniquely determines the expected reward the expert gets for recommending that action and honestly reporting his prediction about the outcome given that action. Next, we show – perhaps more surprisingly – that in a sense, the mean is the only piece of information the principal can elicit from the expert. That is, as long as the expert honestly reports the expected utility of the recommendation, he can almost arbitrarily mis-predict the outcome to a right-action proper DSR without affecting his expected score.

**Lemma 2.4.** Let $s$ be a proper DSR and $P_a, \hat{P}_a \in \Delta(\Omega)$. Then if

$$\min_{\omega \in \Omega} u(\omega) < \mathbb{E}_{P_a}[u(O)] = \mathbb{E}_{\hat{P}_a}[u(O)] < \max_{\omega \in \Omega} u(\omega) \tag{7}$$

and $\text{supp}(P_a) \subseteq \text{supp}(\hat{P}_a)$, it must be the case that $\mathbb{E}_{P_a}[s(P_a, O)] = \mathbb{E}_{\hat{P}_a}[s(\hat{P}_a, O)]$.

**Proof.** If $\mathbb{E}_{P_a}[u(O)] = \mu = \mathbb{E}_{\hat{P}_a}[u(O)]$ and $\text{supp}(P_a) \subseteq \text{supp}(\hat{P}_a)$, there is a $P_a'$ and a $p \in (0, 1]$ s.t. $\hat{P}_a = pP_a + (1 - p)P_a'$ and $\mathbb{E}_{P_a}[u(O)] = \mu$. Then

$$\mathbb{E}_{\hat{P}_a}[s(\hat{P}_a, O)] = p\mathbb{E}_{P_a}[s(\hat{P}_a, O)] + (1 - p)\mathbb{E}_{P_a'}[s(\hat{P}_a, O)] \tag{8}$$

$$\leq p\mathbb{E}_{P_a}[s(P_a, O)] + (1 - p)\mathbb{E}_{P_a'}[s(P_a', O)] \tag{9}$$

$$\leq p\mathbb{E}_{P_a}[s(P_a, O)] + (1 - p)\mathbb{E}_{P_a'}[s(P_a', O)] \tag{10}$$

$$= \mathbb{E}_{P_a}[s(P_a, O)] \tag{11}$$

Because the expression at the beginning is the same as the expression in the end, the $\leq$-inequalities in the middle must be equalities. Therefore, because $p > 0$, it must be the case that $\mathbb{E}_{P_a}[s(P_a, O)] = \mathbb{E}_{P_a}[s(P_a, O)]$. \hfill $\square$

Lemma 2.4 implies that proper DSRs cannot be strictly proper w.r.t. anything but the mean (and the recommended action). Thus, we will henceforth only consider DSRs $s(\hat{\mu}, \omega)$, which take only the reported mean as input. Note that not all proper scoring rules can be expressed as a scoring rule that depends only on the mean. For one, we could punish the expert if the support of the reported probability distribution does not contain the observed outcome. Of course, unless $\min_{\omega \in \Omega} u(\hat{\omega})$ will occur with certainty, the expert has no reason not to report full support. Furthermore, we could let the submitted probability distribution determine the scoring rule in ways that do not affect the expected score.\footnote{For example, in the characterization given in Theorem 2.6, we can let the expert modify $f(\hat{\mu})$ at a set of values of $\hat{\mu}$ with measure zero as long as $f$ remains positive and non-decreasing. This means that we can let the expert can change $f(\hat{\mu})$ exactly at the jump points.} Since none of these dependencies on details of the submitted probability distribution seem helpful, we will ignore them.

Next we argue that in a proper DSR, $s(\hat{\mu}, \omega)$ can only depend on $u(\omega)$ (and $\hat{\mu}$, of course), i.e., on the utility of the obtained outcome rather than the outcome itself.
LEMMA 2.5. Let \( s : \mathbb{R} \times \Omega \rightarrow \mathbb{R} \) be a proper DSR; \( \omega_1, \omega_2 \in \Omega \) be two outcomes with \( u(\omega_1) = u(\omega_2) \); and \( \hat{\mu} \in \mathbb{R} \) be a non-extreme report, i.e., a report with \( \min_{\omega \in \Omega} u(\omega) < \hat{\mu} < \max_{\omega \in \Omega} u(\omega) \). Then \( s(\hat{\mu}, \omega_1) = s(\hat{\mu}, \omega_2) \).

PROOF. Choose a \( p \in (0, 1] \) and \( \omega_3 \in \Omega \) s.t. the two random variables \( Y_1 = p \cdot \omega_1 + (1 - p) \cdot \omega_3 \) and \( Y_2 = p \cdot \omega_2 + (1 - p) \cdot \omega_3 \) both have an expected utility of \( \hat{\mu} \):

\[
ps(\hat{\mu}, \omega_1) + (1 - p)s(\hat{\mu}, \omega_3) = \mathbb{E}[s(\hat{\mu}, Y_1)] = \mathbb{E}[s(\hat{\mu}, Y_2)] = ps(\hat{\mu}, \omega_2) + (1 - p)s(\hat{\mu}, \omega_3).
\]

Because \( p \) is positive, it follows \( s(\hat{\mu}, \omega_1) = s(\hat{\mu}, \omega_2) \) as claimed. \( \square \)

Hence, except for degenerate cases\(^\text{11}\) a proper DSR can depend only on the utility of the obtained outcome. So from now on, we will without loss of generality consider scoring rules \( s : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) that map a reported mean \( \hat{\mu} \) and the obtained utility \( y \) onto a score \( s(\hat{\mu}, y) \).

2.3 Characterization

Now that we have shown that we can limit our attention to scoring rules \( s \) that map a reported expected utility and an observed utility onto a score, we can finally characterize proper decision scoring rules. The change in inputs to \( s \) also allows us to consider scoring rules independently of any utility function and outcome set, which in turn lets us ignore the degenerate cases of the reported mean \( \mu \) being the lowest-possible and highest-possible utility. With this, we can characterize proper DSRs as follows. (Structurally, the characterization resembles a few existing results on proper elicitation. We discuss these in Section 2.6, after giving some alternative forms of the result in Section 4.4.)

THEOREM 2.6. A DSR \( s : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) is proper iff

\[
s(\hat{\mu}, y) = f(\hat{\mu})(y - \hat{\mu}) + \int_0^\hat{\mu} f(x) \, dx + C \quad (12)
\]

for some non-negative, non-decreasing \( f \) and constant \( C \in \mathbb{R} \). If this condition is satisfied, then furthermore, \( s \) is right-action proper if \( f > 0 \) and strictly proper w.r.t. the mean if and only if \( f \) is strictly increasing.

For completeness, a stand-alone proof of Theorem 2.6 is given in Appendix C. Besides the results of Section 2.2, the proof relies only on elementary techniques in real analysis (such as Riemann integration). It uses no existing results from the mechanism design literature. Equivalent results can also be obtained by combining results from the literature on the shape of elicitation functions – which in turn are usually proven with more advanced techniques from convex analysis – with the results of Section 2.2. For example, every proper DSR is also a proper scoring rule for eliciting predictions. To obtain a characterization of proper DSRs we can therefore use a characterization of proper scoring rules. We still need to implement additional restrictions, of course, such as dependence on nothing but the mean (Lemma 2.4) and \( f \) being non-decreasing. This leads to the characterization we give in Corollary 2.8, which is equivalent to the one given here. In Section 2.6, we will give a more detailed overview of related work that can be used to replace parts of the proof in Appendix C, if only for special types of (e.g., differentiable) DSRs.

\(^\text{11}\)Note that if \( \hat{\mu} = \min_{\omega \in \Omega} u(\omega) \) and \( u(\omega_1) = u(\omega_2) \neq \hat{\mu} \) then the score \( s(\hat{\mu}, \cdot) \) can be different for \( \omega_1 \) and \( \omega_2 \), because in that case both are predicted to occur with probability 0. We ignore this case, e.g., because in this case it is not very useful to treat \( \omega_1 \) and \( \omega_2 \) differently – both prove dishonest reporting just the same. We may also not want our scoring rule to make use of information about what \( \min_{\omega \in \Omega} u(\omega) \) is. Similarly, we ignore the case in which \( \hat{\mu} < \min_{\omega \in \Omega} u(\omega) \) or \( \hat{\mu} > \max_{\omega \in \Omega} u(\omega) \), which similarly allows varying scores between outcomes of equal utility.
A more fine-grained version of strictness w.r.t. the mean can be proven: The expert is indifferent between submitting means \( \hat{\mu}_1 \) and \( \hat{\mu}_2 \) if and only if \( f(\hat{\mu}_1) = f(\hat{\mu}_2) \). The proof of such a more fine-grained version can be conducted in just the same way as the proof of full strict propriety.

As an example, we can construct the simplest possible right-action proper DSR \( s(\hat{\mu}, y) = c_1 y + c_2 \) for \( c_1 > 0 \) (see eq. 4) from using the constant function \( f = c_1 \). Again, this \( s \) is not strictly proper w.r.t. the reported mean. But it is easy to see why it is right-action proper, as the expert can influence his expected payoff only by recommending an action that yields the highest utility \( y \) in expectation. Imagine the principal manages a company with the utility being the profit generated by the company. Then for, say, \( c_1 = 1/5 \), scoring according to eq. 4 is like promising the expert 20% of the profits of the company. Of course, the expert will now share the principal’s goal of maximizing the company’s profit.

The second-simplest example [which up to a factor of 1/2 is also given by Chen and Kash, 2011, end of Section 4] arises from \( f(\hat{\mu}) = \hat{\mu} \), which gives
\[
s(\hat{\mu}, y) = \hat{\mu} y - \frac{1}{2} \hat{\mu}^2. \tag{13}
\]
Because \( s \) is linear in \( y \), it is again easy to see that the expert wants to recommend the best action. A straightforward analysis shows that \( s \) is also strictly proper w.r.t. the mean of the optimal action.

In the next section, we will give some alternative interpretations of Theorem 2.6, one of which (Section 2.4.1) in particular will make it easy to see why the scoring rules of Theorem 2.6 are strictly proper w.r.t. the mean of the optimal action. In Section 2.5, we then give some criteria to decide between different scoring rules.

### 2.4 Interpretation and alternative statements

#### 2.4.1 Selling shares at different prices
We can interpret the proper scoring rules of Theorem 2.6 as ones where the principal sells \( f(\hat{\mu}) \) shares in the project, for an overall price of \( f(\hat{\mu}) \hat{\mu} - \int_0^{\hat{\mu}} f(x) dx \). Since this expression for the price is not very intuitive, let us re-write it a bit. For technical convenience, assume that \( f \) is strictly increasing and continuous and therefore invertible.\(^{12}\) By Theorem 1 of Key [1994] (a well-known and intuitive – see Figure 1 – formula for the integral of the inverse), we have
\[
f(\hat{\mu}) \hat{\mu} - \int_0^{\hat{\mu}} f(x) dx = \int_{f(0)}^{f(\hat{\mu})} f^{-1}(z) dz. \tag{14}
\]
Hence
\[
s(\hat{\mu}, y) = f(\hat{\mu}) y - \int_0^{f(\hat{\mu})} f^{-1}(z) dz + C' \tag{15}
\]
for some constant \( C' \in \mathbb{R} \). Now imagine that instead of reporting a mean \( \hat{\mu} \) to \( s \), the expert is offered shares in the project at various prices, with prices starting at 0. Then, the expert will start buying shares at the lowest prices and continue buying up to the price that is equal to the expected value of the project (thereby revealing that value). Let \( q = f(\hat{\mu}) \) denote the total number of shares bought by the agent if his reported expected value is \( \hat{\mu} \). Then \( f^{-1}(z) \) is the price of the \( z \)-th share (ordered by price). (Note that if \( f \) is strictly increasing, \( f^{-1} \) is, too.) Again, to act optimally, the expert stops buying shares when the cost of the marginal share is exactly the value of a single share, i.e., when \( f^{-1}(q) = f^{-1}(f(\hat{\mu})) = \hat{\mu} \) is the expected utility of the principal. Hence, if the expert has bought a set of shares indicating that the value of such a share is \( \hat{\mu} \), he will have paid a total of

---

\(^{12}\)As noted in the proof of Theorem 2.6 in Appendix C, if \( f \) is not strictly increasing and not continuous, this analysis still works but only with a few cumbersome complications.
Fig. 1. An illustration of the main result (Theorem 2.6), one of its equivalent statements/interpretations (eq. 15) and their relationship to each other. The function graphed is $f^{-1}$. It is assumed that the expert reports $\mu$ honestly.

$$\int f(\hat{\mu}) f^{-1}(z) dz$$

for those shares; if the realized value of the project is $y$, those shares will be worth $f(\hat{\mu})y$; adding an arbitrary constant $C'$ to the expert’s reward, we obtain the formula in Equation 15.

As an example, we can rewrite the scoring rule resulting from $f(\hat{\mu}) = \hat{\mu}$ (see eq. 13) as $s(\mu, y) = \mu y - \int f\mu z dz$ to easily see why it is strictly proper w.r.t. the mean: This scoring rule corresponds to the case where we offer the same number of shares at every price above 0.

Figure 1 illustrates how $f^{-1}$ serves as a pricing function. As noted earlier, it also shows why eq. 14 is true; further, it illustrates why (up to a constant) the expert’s payoff under honest reporting is $\int f(\mu) dx$ – rotating the graph in figure 1 counterclockwise by 90° shows that this is the area marked “expert’s payoff”.

It is worth noting that scoring rules for eliciting mere predictions [see Gneiting and Raftery, 2007, for an overview and introduction] can be interpreted in a similar way. Roughly, to elicit the probability of some outcome $\omega$, we can offer the expert Arrow-Debreu securities on $\omega$ – assets which pay some fixed amount if $\omega$ occurs and are worthless otherwise – at different prices [cf. Savage, 1971; Schervish, 1989; Gneiting and Raftery, 2007, Section 3.2].

\[\text{Corollary 2.7.} \quad \text{A differentiable DSR } s: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \text{ is proper if and only if there are differentiable } f, g \text{ s.t. } s(\hat{\mu}, y) = f(\hat{\mu})y - g(\hat{\mu}) \text{ with } g'(\hat{\mu}) = \hat{\mu} f'(\hat{\mu}) \text{ for all } \hat{\mu} \in \mathbb{R}; f' \geq 0; \text{ and } f \geq 0. \text{ Furthermore, } s \text{ is right-action proper if } f > 0 \text{ and strictly proper w.r.t. the reported mean of the optimal action if and only if } f' > 0.\]

\[\text{2.4.2 A characterization of differentiable scoring rules.} \quad \text{In the proof of Theorem 2.6 in Appendix C, we first showed that } s(\hat{\mu}, y) = f(\hat{\mu})y - g(\hat{\mu}) \text{ and then inferred how } f \text{ and } g \text{ relate to each other for } s \text{ to be maximal at } \hat{\mu} = y. \text{ If } s \text{ and hence } f \text{ and } g \text{ are differentiable in } \hat{\mu}, \text{ it is immediately clear what to do: for any fixed } \mu, \frac{d}{d\mu}s(\hat{\mu}, \mu) \text{ has to be 0 at } \hat{\mu} = \mu. \text{ This gives us the following corollary for differentiable scoring rules. The theorem in this form makes it easier to compare our result to that of Othman and Sandholm [2010, Section 2.3.2] (discussed in Section 2.6.1 of our paper), as well as to some results on direct elicitation of properties (see Section 2.6.4 and in particular Footnote 16).} \]

\[\text{Corollary 2.7.} \quad \text{A differentiable DSR } s: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \text{ is proper if and only if there are differentiable } f, g \text{ s.t. } s(\hat{\mu}, y) = f(\hat{\mu})y - g(\hat{\mu}) \text{ with } g'(\hat{\mu}) = \hat{\mu} f'(\hat{\mu}) \text{ for all } \hat{\mu} \in \mathbb{R}; f' \geq 0; \text{ and } f \geq 0. \text{ Furthermore, } s \text{ is right-action proper if } f > 0 \text{ and strictly proper w.r.t. the reported mean of the optimal action if and only if } f' > 0.\]

\[\text{2.4.3 Characterization in terms of convex functions and subgradients.} \quad \text{Existing work on elicitation often uses the terminology of convex functions and their subgradients (see Section 2.6.2). Indeed, our result can be put in these terms as well.}\]
Corollary 2.8. A DSR \( s : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is proper if and only if there is a convex, non-decreasing \( h \) with a subgradient \( h' \) s.t. \( s(\hat{\mu}, y) = h'(\hat{\mu})(y - \hat{\mu}) + h(\hat{\mu}) \). Furthermore, \( s \) is right-action proper if \( h' > 0 \) and strictly proper w.r.t. to the reported mean of the optimal action if and only if \( h \) is strictly convex (i.e., if \( h' \) is strictly increasing).

Proof. Follows directly from Theorem 2.6 and the equivalence of convex functions and integrals over subderivatives, see e.g., Theorem 24.2 and Corollary 24.2.1 of Rockafellar [1970].

2.5 Which decision scoring rule to pick

Most of this paper is aimed at characterizing the entire class of proper mechanisms for eliciting decision-relevant information. But in any specific application, one has to choose a specific DSR. Besides propriety, one will often want that DSR to satisfy additional criteria or to be optimal in some sense. In this section, we give two short examples of how our characterization can be used to figure out how to satisfy such further requirements.

2.5.1 The agency cost of eliciting the mean. By using a non-constant \( f \), we can incentivize the expert to honestly report information about the principal’s expected utility conditional on following his recommendation. This seems to be a desirable property of a DSR since the principal might want to know what to expect. Unfortunately, in some scenarios in which one might want to apply proper DSRs, rewarding the expert for reporting \( \mu \) honestly comes at a cost: The expert is rewarded for knowing as precisely as possible what the mean of his recommendation is. Hence, the expert will sometimes prefer to have decision-irrelevant over having decision-relevant information. In particular, if the expert has the choice between receiving as his private piece of information \( X_1 \) which merely improves his estimate of the mean (relative to the prior), and receiving \( X_2 \) which identifies what the best action is, he will sometimes prefer the decision-irrelevant \( X_1 \).

For the purpose of this section, we consider the following model. From the start, it is known what proper DSR \( s \) the principal will use. The expert can first choose to learn the value of one of a set of random variables \( X_1, \ldots, X_n \). For each action \( a \), the expert has a joint probability distribution

\[
P(X_1 = x_1, \ldots, X_n = x_n \mid O = \omega, a) = P(X_1 = x_1, \ldots, X_n = x_n)P(O = \omega \mid X_1 = x_1, \ldots, X_n = x_n, a).
\]

(16)

So in particular, each value \( x_i \) of any variable \( X_i \) gives rise to a distribution \( P(\cdot \mid \cdot, x_i) \in \Delta(\Omega)^4 \). To keep things simple, we assume that the expert can obtain only one of these random variables and that he does not pay any cost for acquiring that information. Once the information \( x_i \) is obtained, the expert makes a recommendation and prediction as usual. Since \( s \) is proper, we can assume that at this point the expert reports honestly given his beliefs \( P(\cdot \mid \cdot, x_i) \). In addition to the report, the expert is also strategic about the selection of the evidence variable \( X_i \). In particular, we imagine that when choosing \( X_i \) the expert maximizes his expected score. That is, he chooses an evidence variable from

\[
\arg \max_i \mathbb{E}_{X_i} \left[ \mathbb{E}_{O \mid P(\cdot \mid X_i, a_{x_i}^*)} \left[ s(\mu_{X_i}, O) \mid a_{X_i}, X_i \right] \right],
\]

(17)

where for any value \( x_i \) of a variable \( X_i \), the action \( a_{x_i}^* \) is from \( \text{opt}(P(O \mid \cdot, x_i)) \), and \( \mu_{X_i} = \mathbb{E}_{O \mid P(\cdot \mid X_i, a_{x_i}^*)} \left[ s(\mu_{X_i}, O) \mid a_{X_i}, X_i \right] \).

Ideally, a proper DSR should not only incentivize the expert to report honestly, but also incentivize him to acquire the information that is most valuable to the principal. Formally, the principal will want the expert to acquire a piece of evidence from

\[
\arg \max_i \mathbb{E}_{X_i} \left[ \mathbb{E}_{O \mid P(\cdot \mid X_i, a_{x_i}^*)} \left[ u(O) \mid a_{X_i}, X_i \right] \right].
\]
This is simply the expected utility that the principal obtains conditional on the expert obtaining \( X_i \) (and then reporting honestly in the second step).\(^ {13} \)

**Proposition 2.9.** Let \( s \) be a proper DSR such that for all pairs of evidence variables \( X_1, X_2 \) with associated beliefs \( P \), the expert (weakly) prefers acquiring \( X_1 \) whenever the principal assigns a higher value of information to \( X_1 \). Then \( s \) is linear.

As hinted in the introduction, the proof roughly works as follows. We prove the contrapositive. That is, we assume that \( s \) is non-linear and proper and then show that there are \( X_1, X_2 \) violating the requirement. Our characterization (Theorem 2.6) tells us what \( s \) has to look like, where \( f \) must be strictly increasing somewhere. We construct the available evidence as follows: \( X_1 \) is decision-irrelevant but informative about the mean in some place where \( f \) is strictly increasing. In the terms of the interpretation of Section 2.4.1, \( X_1 \) tells the expert how many shares to buy. We show that the expert assigns some positive value to learning \( X_1, X_2 \) reveals an action that has an \( \epsilon \)-higher mean. As \( \epsilon \) goes to zero, the value that the expert assigns to learning \( X_2 \) goes to 0. Hence, for small enough \( \epsilon \), the value that the expert assigns to learning \( X_2 \) is smaller than that of learning \( X_1 \).

**Proof.** Consider a proper DSR \( s \) resulting from some \( f \) which is increasing somewhere. In particular, assume that it is increasing on the open interval \((\mu_1, \mu_2)\).

Now imagine that given his prior beliefs, the expert would recommend some action \( a \) which gives rise to an outcome variable \( O_a \) with \( u(O_a) = p \cdot U_1 + (1-p) \cdot U_2 \) where \( \mu_1 := \mathbb{E}[U_1] < \mathbb{E}[U_2] =: \mu_2 \) and \( \mu := p \mu_1 + (1-p) \mu_2 \).

Let \( X_1 \) be the piece of evidence which tells him whether \( u(O_a) = U_1 \) or \( u(O_a) = U_2 \) but does not tell him anything about whether some other action is better than \( a \) (e.g., because absent further evidence \( \mu_1 \) is still higher than the expected utility of any action other than \( a \)). Then relative to obtaining no information, the expert values knowing that piece of information (relative to having to report based on the prior) at

\[
\mathbb{E}_{X_1} \left[ \mathbb{E}_{O \sim p(\cdot|X_1, a_{X_1}^*) \left[ s(\mu_{X_1}, O) \mid a_{X_1}, X_1 \right] \right] - \mathbb{E}[s(\mu, U)]
\]

\[
= p \mathbb{E} [s(\mu_1, U_1)] + (1-p) \mathbb{E} [s(\mu_2, U_2)] - \mathbb{E} [s(\mu, U)]
\]

\[
= p \int_{0}^{\mu_1} f(x) dx + (1-p) \int_{0}^{\mu_2} f(x) dx - \int_{0}^{\mu} f(x) dx
\]

\[
= (1-p) \int_{\mu}^{\mu_2} f(x) dx - p \int_{\mu_1}^{\mu} f(x) dx
\]

\[
f \text{ not constant on } (\mu_1, \mu_2)
\]

\[
\begin{align*}
&> (1-p)(\mu_2 - \mu) f(\mu) - p(\mu - \mu_1) f(\mu) \\
&= 0
\end{align*}
\]

The last step is because \( \mu = p \mu_1 + (1-p) \mu_2 \) implies (by mere arithmetic) that \( (1-p)(\mu_2 - \mu) = p(\mu - \mu_1) \). This shows that if \( f \) is increasing somewhere on \((\mu_1, \mu_2)\), the expert assigns some positive value to knowing \( X_1 \) as opposed to reporting based on his prior.

Now imagine further that the expert knows that one of the alternative actions \( a_1, \ldots, a_n \) gives rise to a distribution \( U^* \) over utilities with \( \mu^* := \mathbb{E}[U^*] = \mu + \epsilon \) for some known positive \( \epsilon \). However, he does not yet know for which of these actions this is the case. (That is why he would – given

\(^{13}\)In particular, this means that the principal’s attitude towards an evidence variable \( X_i \) is independent of how informative \( X_i \) is about the expected utility of the best action. If \( X_1, X_2 \) contain the same information about which action is best, then the term in line 18 will be the same for \( i = 1 \) and \( i = 2 \), even if \( X_1 \) gives a more precise estimate about the expected utility of the optimal action.
his current beliefs – recommend $a$.) Let $X_2$ be the random variable which tells him which action is optimal. Then the value of acquiring $X_2$ is

$$E[s(\mu + \epsilon, U^*)] - E[s(\mu, U)]$$

(19)

$$= \int_0^{\mu + \epsilon} f(x)dx + C - \int_\mu^{\mu + \epsilon} f(x)dx + C$$

(20)

$$= \int_\mu^{\mu + \epsilon} f(x)dx$$

(21)

$$\leq \epsilon f(\mu + \epsilon).$$

(22)

This value approaches 0 as $\epsilon$ approaches 0. Hence, if $\epsilon$ is small enough, the expert would prefer to have $X_1$ rather than $X_2$ as his private piece of information, even though $X_2$ has a positive value of information and $X_1$ does not. □

We have shown that linear scoring rules are the only DSRs which incentivize the expert to focus acquisition on decision-relevant information. Similar arguments for the optimality of linear scoring rules can be found in the economics literature on principal–agent/expert problems [Carroll, 2015, 2019, Chassang, 2013, Diamond, 1998, Dütting et al., 2019, Oesterheld and Conitzer, 2019, Stoughton, 1993].

2.5.2 Strategic principals with limited ability to commit. Imagine that both the principal’s utility and the expert’s score are given in some transferable form of utility such as money. Imagine also that the principal chooses her action strategically, i.e., that she can (e.g., secretly) take an action other than the optimal one. (For example, it may in practice not be fully observable how much effort the principal invests in her project, or whether she self-sabotages.) That is, she cannot commit to a policy for how to choose her action, but she can commit to the scoring rule. Then, once the expert has submitted a mean of $\hat{\mu}$, the principal will want to choose from:

$$\arg\max_{a \in A} (1 - f(\hat{\mu}))E[u(O) | a].$$

(23)

Therefore, the principal’s new preferences over actions are aligned with her original preferences if and only if $f(\hat{\mu}) < 1$. This motivates the use of scoring rules with $f < 1$. For instance, we could use a sigmoid function such as

$$f(x) = \frac{e^x}{e^x + 1},$$

(24)

which is strictly increasing with $0 < f < 1$.

2.6 Related work

2.6.1 Othman and Sandholm [2010]. As far as we can tell, Othman and Sandholm [2010] are the first to consider the problem of designing scoring rules for decision making. They study a simplified case in which the set of outcomes $\Omega$ has only two elements, one with a utility of 1, the other with a utility of 0. Note that the two-outcome-case is special because the mean of a binary random variable fully determines its distribution. In Section 2.3.2, they give a characterization of differentiable scoring rules with good incentives, which is a special case of our Corollary 2.7.\footnote{We briefly show that the two characterizations are equivalent. They characterize differentiable scoring rules $s$ as ones where $A)$ $s(p, 1) > s(p, 0)$ and $B)$ $\frac{s'(p, 1)}{s'(p, 0)} = \frac{p-1}{p}$ for all $p$. A is equivalent to being able to write $s(p, 1) = f(p) - g(p)$ and $s(p, 0) = -g(p)$ for some differentiable $g$ and positive, differentiable $f$. With that we can re-write B:

$$\frac{s'(p, 1)}{s'(p, 0)} = \frac{p-1}{p} \Leftrightarrow \frac{f'(p) - g'(p)}{g'(p)} = \frac{p-1}{p} \Leftrightarrow g'(p) = pf'(p),$$

(25)}
2.6.2 Chen et al. [2014]. Chen et al. [2014] also characterize scoring rules for decision making [an alternative proof of this characterization from a general result on elicitation is given by Frongillo and Kash, 2014, Section E.1]. Their setting is more general than ours in that they allow arbitrary decision rules. That is, they allow principals who do not choose the best action, but, for instance, randomize over the best few actions with probabilities depending on the expert’s prediction. Randomizing over all actions in particular, even if not uniformly, allows any proper scoring rule for mere prediction to be used to construct strictly proper scoring rules for decision making [Chen et al., 2014, Section 4].

They also characterize a much larger class of scoring rules: they merely require that the expert honestly reports the probability distribution that the recommendation gives rise to and allow scoring rules which strictly incentivize misreporting what the best action is. For principals who (like those in our setting) deterministically choose the best action according to the expert’s report, their result is especially easy to derive and understand. To elicit an honest report about the probability distribution resulting from taking the expert’s recommended action, the principal can use any (strictly) proper scoring rule for mere prediction [as defined and characterized by, e.g., Gneiting and Raftery, 2007, Section 2]. As an example, consider the quadratic (Brier) scoring rule discussed at the end of Section 2.1. Interest in this larger class of scoring rules is harder to motivate – usually the principal will primarily want to ensure that the best action is taken, and eliciting honest and accurate predictions about the best action will only be a secondary priority.

Chen et al. [2014, Section 5] do also consider the goal of characterizing preferences over lotteries for which making the best recommendation can be incentivized. But they do not give a characterization of (right-action) proper scoring rules for utility-maximizing principals or of what information can be extracted along with the best action.\(^\text{15}\)

That said, the main result from Chen et al., or Gneiting and Raftery’s characterization [or even the more general characterization of Frongillo and Kash, 2014] can be used to replace part of our proof. Specifically, Corollary 2.8 is structurally very similar to these results. The only difference is that we impose additional constraints on the constituent functions, for instance, that \(f\) only depends on the mean. Our proof works by first showing that only the reported mean matters and then deriving the structure of \(s\). Alternatively, we could have used Gneiting and Raftery’s characterization to first derive the structure without using the results from Section 2.2 and only then derived and incorporated the additional requirements necessary to ensure that \(s\) elicits honest recommendations (and not only honest reporting of the distribution for the recommended action).

2.6.3 Eliciting under ex post revelation of the world state. Some authors have studied a setting like ours with the modifications that the expert’s private information makes only predictions about the state of the world and that the state of the world is revealed after the action is taken [Boutilier, 2012, Carroll, 2019]. This allows the principal to elicit any relevant information from the expert by using a regular scoring rule for prediction to score the expert on his predictions about the state. The main motivation for studying this setting – rather than the generic setting of making predictions without basing any decisions on these predictions – is that the existence of a principal with preferences makes it clear how to prioritize between different goals of the mechanisms, e.g., between sizes of payments and quality of the elicited recommendations. Zermeño [2011; 2012] studies an interesting

which is exactly the relationship between \(f’\), \(g’\) stated in our Corollary 2.7, except that Othman and Sandholm seem to overlook the necessity of \(s'(p, 1) > 0\) (which is equivalent to \(f' \geq 0\) in our framework). Note that Othman and Sandholm use different names for scoring rules. In particular, they use \("f(p)\) for \(s(p, 1)\) and \("g(p)\) for \(s(p, 0)\).

\(^{15}\)In earlier, work they mention in passing [Chen and Kash, 2011, Section 6] that a particular scoring rule – the one described in eq. 13 – strictly incentivizes the expert to not only recommend the best action but also the distribution resulting from taking that action. But this is not the case, as the scoring rule of eq. 13 depends only on the reported mean. More generally, we have shown in Lemma 2.4 that no right-action proper scoring rule can strictly incentivize honesty about anything other than the mean of the recommended action.
variation of this setup where only some actions reveal the state; it is shown that to set incentives, it can be prudent for the principal to sometimes take a suboptimal action to find out the true state.

2.6.4 Direct elicitation of properties. Typically, when designing scoring rules for prediction (without the recommendation component) the goal is to elicit entire probability distributions over outcomes. But a recent line of work has explored the direct elicitation of particular properties of the distribution without eliciting the entire distribution [e.g. Abernethy and Frongillo, 2012, Bellini and Bignozzi, 2015, Gneiting, 2011, Lambert et al., 2008]. Of course, in principle, one could elicit entire distributions and would thereby elicit all properties. But eliciting, say, a single-valued point forecast may be required “for reasons of decision making, market mechanisms, reporting requirements, communications, or tradition, among others” [Gneiting, 2011, Section 1]. Lemma 2.4 gives another reason to study scoring rules for eliciting just the expected utility, albeit with the additional requirements that the expected score under honest reporting must be the same for two variables with equal mean (Lemma 2.3) and that the expected score under honest reporting must be increasing in the true mean of the random variable. Results from the literature on property elicitation can also be used to replace parts of the proof of our main result.\(^{16}\)

2.6.5 Principal-agent problems. One lens through which we can view our work is that of information elicitation and mechanism design. Another is that of principal-agent problems [for overviews, see Eisenhardt, 1989, Laffont and Martimort, 2002, Rees, 1985, Sappington, 1991]. Generally, this literature considers a principal with some kind of project who pays the agent for some partially observable “work” or contribution to the principal’s project. The agent’s goals are generally not entirely aligned with those of the principal. In particular, the agent is generally assumed to want to invest as little effort as possible, while also wanting to maximize the payment made to him.

The principal-expert problem of this paper can be seen as a particular type of principal-agent problem in which the agent is an “expert” whose work consists in acquiring and revealing information. Indeed, this type of problem has been studied in the broader principal-agent literature [e.g. Barron and Waddell, 2003, Carroll, 2019, Chassang, 2013, Core and Qian, 2002, Demski and Sappington, 1987, Feess and Walzl, 2004, Gromb and Martimort, 2007, Lambert, 1986, Malcomson, 2009, Oesterheld and Conitzer, 2019, Stoughton, 1993, Zermeño, 2011, 2012]. However, that literature differs substantially in its objectives from the present work. In accordance with the standard principal-agent framework, it focuses on incentivizing costly information acquisition – whereas we have assumed (with the exception of Section 2.5.1) that the expert already possesses the information he reports. The problem posed in these papers is then which scoring rule (or contract) maximizes the principal’s payoff from her project minus payments made to the expert. The frameworks of these papers are often more detailed (e.g., by incorporating risk aversion and limited liability) and less general (e.g., by assuming specific types of distributions or by not letting the expert submit a point forecast) the entire distribution \(s(\mu, y) = s_0(y) + \int_{\mu_0}^\mu \lambda(t)(y - t)dt\), where \(\mu_0\) is the lowest reportable mean and \(\lambda\) is some non-negative, continuous weight function. In their setting, \(s_0\) can be an arbitrary function. But for \(s\) to be a proper decision scoring rule, \(s_0\) has to be positive affine in \(y\).

Now take our characterization of proper differentiable scoring rules for decision making in Corollary 2.7. Here, we must have \(g'(\mu) = \mu f'('mu)\). Integrating both sides yields \(g(\mu) = C + \int_{\mu_0}^\mu tf'(t)dt\) for some constant \(C \in \mathbb{R}\). Corollary 2.7 thus becomes

\[
s(\mu, y) = f(\mu)y - \int_{\mu_0}^\mu tf'(t)dt - C = \int_{\mu_0}^\mu f'(t)(y - t)dt + C'y - C, \tag{26}
\]

for some constant \(C' \geq 0\). So in the case of differentiable DSRs, Theorem 3 of Lambert et al. can be used to replace part of our proof.

\(^{16}\) For instance, consider Theorem 3 of Lambert et al. [2008], which characterizes continuously differentiable scoring rules for any elicitable property. Their characterization relies on what they call the “signature” of a property. Up to normalization, we can use as a signature of the expected utility, \(v(\mu, \lambda) = u(\lambda) - \mu\). So the class of scoring rules for the mean according to Theorem 3 of Lambert et al. [2008] is the class of functions \(s\) that can be written as \(s(\mu, y) = s_0(y) + \int_{\mu_0}^\mu \lambda(t)(y - t)dt\), where \(\mu_0\) is the lowest reportable mean and \(\lambda\) is some non-negative, continuous weight function. In their setting, \(s_0\) can be an arbitrary function. But for \(s\) to be a proper decision scoring rule, \(s_0\) has to be positive affine in \(y\).

Now take our characterization of proper differentiable scoring rules for decision making in Corollary 2.7. Here, we must have \(g'(\mu) = \mu f'('mu)\). Integrating both sides yields \(g(\mu) = C + \int_{\mu_0}^\mu tf'(t)dt\) for some constant \(C \in \mathbb{R}\). Corollary 2.7 thus becomes

\[
s(\mu, y) = f(\mu)y - \int_{\mu_0}^\mu tf'(t)dt - C = \int_{\mu_0}^\mu f'(t)(y - t)dt + C'y - C, \tag{26}
\]
prediction). As noted earlier, some of these papers come to the same conclusion as Section 2.5.1; they, too, show (albeit in a different sense and setting) that linear scoring rules (or contracts) are optimal for aligning the expert’s acquisition incentives with the principal [Carroll, 2015, 2019, Chassang, 2013, Diamond, 1998, Dütting et al., 2019, Oesterheld and Conitzer, 2019, Stoughton, 1993].

3 ELICITING FROM MULTIPLE EXPERTS

3.1 Setting

Again, we consider a principal who selects from a set of actions $A$. After she has taken an action, an outcome from $\Omega$ is obtained. The principal would like to select the action that maximizes the expectation of the value of some utility function $u: \Omega \to \mathbb{R}$. This time the principal consults $n$ different experts. Again, she asks for information, then takes the best action given the information submitted and finally rewards the experts based on the submitted information and the outcome obtained.

When it comes to the format and reporting of information, however, switching to the multi-expert setting poses a few additional challenges compared to the single-expert setting. The first (and easier to defuse) issue is that for our definition of propriety we need to adapt our model of how the experts select their report. After all, what report maximizes an expert’s expected score depends, in general, on what the other experts report. In this paper, we go with one of the standard answers to this question from the mechanism design literature: Bayes-Nash equilibrium (or Bayes-Nash incentive compatibility). That is, we will call the scoring rule $s_i$ for expert $i$ proper if given that everyone else reports honestly, $i$ also weakly prefers reporting honestly.\(^\text{17}\)

The second challenge is trickier and a heavier burden to carry throughout this section: of what types are the beliefs and reports of the experts? We do not want to simply let each expert’s beliefs be some conditional probability distribution $\Delta(\Omega)$ again, because it would be unclear how one would aggregate these beliefs. Again, we make use of a standard solution from the economic literature: the common prior model.

We assume that each expert $i = 1, \ldots, n$ has access to a private piece of information from some set $H_i$. The experts (and principal) share a common prior $Q \in \Delta(H)$ over $H := \times_i H_i$. For simplicity, we assume that $Q > 0$ so that no two pieces of evidence are ever inconsistent. We imagine also that the experts (and principal) share a common conditional distribution $P \in \Delta(\Omega)^{A \times H}$, which for any action $a \in A$ and evidence vector $e \in H$ specifies a probability distribution $P(\cdot | a, e)$ over outcomes given that $e$ is observed and action $a$ is taken. As a report, each expert – after observing $e_i \in H_i$ – submits $\hat{e}_i \in H_i$ and the principal chooses an action that is best given the reported evidence, i.e., an action from $\text{opt}_p(\hat{e}) := \arg \max_{a \in A} \mathbb{E}_P [u(O) | \hat{e}, a]$.

It would now be natural to consider as scoring rules functions from $H \times \Omega$ to $\mathbb{R}$, i.e., functions that take as input everyone’s report and the outcome obtained after taking the experts’ collective recommendation. But the set of allowed scoring rules for player $i$ will then in general depend a lot on the structure of $H$, $Q$ and $P$. Instead, we will again work toward generic DSRs, i.e., ones that work without assuming anything about the beliefs that the experts could have.\(^\text{18}\)

\(^\text{17}\)Note that the stronger goal of making honest reporting a dominant strategy (i.e., of making our mechanism dominant-strategies incentive-compatible) is unattainable. Roughly, if the other experts misreport, an expert may be able to improve his payoff by misreporting in a way that improves the quality of the recommendation and prediction resulting from the overall report.

\(^\text{18}\)Compare the discussion of genericism in footnote 3. Indeed, the non-generic multi-expert setting reduces cleanly to the non-generic single-expert setting described in that footnote. Since we have no characterization for the non-generic single-expert setting, though, this helps us little here.
To make our scoring rules generic, we have to return – partially – to scoring probability distributions. In particular, for the purposes of scoring expert $i$, we imagine that expert $i$ can recommend/believe in

- any probability distribution $\hat{Q}_i \in \Delta(H_{-i})$ over what evidence everyone else submits,
- any policy $\hat{a}_i : H_{-i} \rightarrow A$ mapping the others’ evidence onto a recommendation, and
- any probability distribution $\hat{P}_{i,\hat{a}} \in \Delta(\Omega)^{H_{-i}}$ that describes what outcomes to expect for any report of the other experts if expert $i$’s recommendation is implemented.

At the same time we imagine that all experts other than $i$ honestly.

Moreover, $\text{DSRs}$ can depend on the prior probability distributions $P_i$ other experts’ reports, expert $i$ is expert $i$ unless through the outcome that the recommendation gives rise to. All of this can be justified in the.

Predictions about what would happen if a suboptimal action were to be taken are not scored. And the score cannot depend on which action is recommended (other than through the outcome that the recommendation gives rise to). The above definitions are somewhat schizophrenic. The score of expert $i$ can depend on the other experts’ reports $e_{-i} \in H_{-i}$ themselves (not only the probabilistic beliefs that the $e_{-i}$ give rise to). Moreover, DSRs can depend on the prior probability distributions $P$ and $Q$. This stands in apparent contradiction to the goal of genericism! After all, it allows the scoring rule to know exactly what probability distributions the expert can submit. However, allowing dependences of

\[ s_i : \Delta(H_{-i}) \times \Delta(\Omega)^{H_{-i}} \times \Delta(H) \times \Delta(\Omega)^{H \times A} \times H_{-i} \times \Omega \rightarrow \mathbb{R}, \]  

\[
\xi_{Q_i, P_i}(\hat{a}_i, \hat{P}_{i,\hat{a}}, \hat{Q}_i) \leq \max_{\alpha^* \in \text{opt}(P_i)} \xi_{Q_i, P_i}(\alpha^*, P_i(\cdot \mid \alpha^*, \cdot), Q_i),
\]

\[
\xi_{Q_i, P_i}(\hat{a}_i, \hat{P}_{i,\hat{a}}, \hat{Q}_i) = \mathbb{E}_{e_{-i} \sim Q_{-i}, O \sim P_i(\cdot \mid \hat{a}_i, e_{-i}, e_{-i})} \left[ s_i(\hat{Q}_i, \hat{P}_{i,\hat{a}}, P_i, Q, e_{-i}, O) \right]
\]

\[
\xi_{Q_i, P_i}(\hat{a}_i, \hat{P}_{i,\hat{a}}, \hat{Q}_i) = \max_{\alpha^* \in \text{opt}(P_i)} \xi_{Q_i, P_i}(\alpha^*, P_i(\cdot \mid \alpha^*, \cdot), Q_i)
\]

\[
\mathbb{E}_{\hat{P}_i}[u(O) \mid e_{-i}] = \mathbb{E}_{P_i}[u(O) \mid e_{-i}, \hat{a}(e_{-i})].
\]
this sort is necessary for many things we may like generic decision scoring rules to do in practice. For example, we may like to scale $i$’s reward up or down depending on the value of expert $i$’s information to the principal (perhaps given the other experts’ information, cf. the scoring rule we propose below in eq. 40). We could apply some restrictions on how $s_i$ can depend on the priors $P, Q$; for instance, we may require that $s_i$ only depends on conditionals like $Q(\cdot \mid e_i)$ and not on the (unconditioned) prior. However, our general characterization below needs no such restrictions.

Rather than the definition of a multi-expert DSR itself, the genericism in Definition 3.1 lies primarily in the definitions of propriety. For propriety, we assume that the scoring rule (or the principal using that scoring rule) does not know (despite the information submitted by the other experts and the priors $P, Q$) what the possible reports $H_i$ of expert $i$ are or what beliefs these give rise to. We require that $s_i$ sets good incentives even if the expert had beliefs that given $P, Q, e_{-i}$ he cannot have.

Like single-expert DSRs, multi-expert DSRs are a type of direct-revelation mechanism for information elicitation. In general, there are many other complex games one could set up to get the experts to reveal their information. For instance, much of the existing literature has been concerned with “decision markets”, in which experts repeatedly report probabilistic estimates or even trade some kind of securities (see Section 3.4). However, by a revelation principle, the class of direct-revelation mechanisms in some sense characterizes the set of all proper mechanisms for eliciting information for decision making.

### 3.2 Characterizing right-action proper multi-expert scoring rules for decision making

Definition 3.1 (in particular the underlying solution concept of Bayes-Nash equilibrium) makes propriety a property of single-player games – for judging whether $s_i$ is proper, we need only consider the case in which everyone else submits non-strategically.\(^{19}\) What’s more, this single-player game resembles the elicitation situations studied in Section 2: the expert makes a recommendation which the principal implements; the expert further submits a prediction; finally the expert is scored incentivizing an expert to reveal honest predictions about $E$. Experts repeatedly report probabilistic estimates or even trade some kind of securities (see Section 3.4). However, by a revelation principle, the class of direct-revelation mechanisms in some sense characterizes the set of all proper mechanisms for eliciting information for decision making.

To apply our existing results, consider for any DSR $s_i$ and any honest distribution $Q_i$ over $H_{-i}$ the function

$$\hat{s}_i(P_{l, a}, Q, e_{-i}, \omega) = s_i(P_{l, a}, Q_i, Q, e_{-i}, \omega).$$

Here, $P_{l, a}$ is any (reported) probability distribution over $\Omega$. Intuitively, $\hat{s}_i$ is the scoring function resulting from $s_i$ if $Q_i$ was somehow already common knowledge or if the principal had some way of forcing expert $i$ to report $Q_i$ honestly. It is left to incentivize $i$ to give honest recommendations and predictions conditional on each $e_{-i} \in H_{-i}$. We can view this as there being a separate decision for each $e_{-i} \in H_{-i}$. The agent gives a recommendation and a prediction for each of those decisions, but each of them is played only with some probability (which for now we assume to be known).

It can be shown (e.g., by transferring the arguments of Section 2.2) that for $\hat{s}_i$ to be proper, it can (apart from degenerate cases) only depend on the reported means $E_{O \sim \hat{P}_{l, a}}[u(O) \mid e_{-i}]$ for each $e_{-i}$ and the obtained utility. Write $\hat{\mu}_{e_{-i}} \in \mathbb{R}^{H_{-i}}$ for the collection of such reported means and $\hat{\mu}_{e_{-i}, y}$ for the mean for any particular $e_{-i} \in H_{-i}$. Then we can write $\hat{s}_i$ as $\hat{s}_i(\hat{\mu}_{i}, Q, P, e_{-i}, y)$.

\(^{19}\)This is a standard idea in mechanism design, see, e.g., Narahari [2014, Section 16.1].
For simplicity we will henceforth only consider functions \( \tilde{s}_i \) where \( \tilde{s}_i(\hat{\mu}_i, Q, P, e_{-i}, y) \) depends only on \( \hat{\mu}_{e_{-i}} \) and none of the other parts of \( \hat{\mu}_i \). Theorem 2.6 then implies that for \( \tilde{s}_i \) to be proper it has to be

\[
\tilde{s}_i(\hat{\mu}_i, Q, P, e_{-i}, y) = f_{Q, P, e_{-i}}(\hat{\mu}_{e_{-i}})(y - \hat{\mu}_{e_{-i}}) + \int_0^{\hat{\mu}_{e_{-i}}} f_{Q, P, e_{-i}}(x)dx + C_{Q, P, e_{-i}},
\]

where \( f_{Q, P, e_{-i}} \) is non-negative and non-decreasing for every \( e_{-i}, Q, P \). Further, \( \tilde{s}_i \) is right-action proper if and only if the \( f_{Q, P, e_{-i}} \) are strictly positive and strictly proper w.r.t. the means if and only if the \( f_{Q, P, e_{-i}} \) are strictly increasing.

For any honestly reported and therefore also any dishonestly reported \( \hat{Q}_i \) over \( H_{-i} \) we can therefore write \( s_i \) as

\[
s_i(\hat{\mu}_i, \hat{Q}_i, Q, P, e_{-i}, y) = f_{\hat{Q}_i, Q, P, e_{-i}}(\hat{\mu}_{e_{-i}})(y - \hat{\mu}_{e_{-i}}) + \int_0^{\hat{\mu}_{e_{-i}}} f_{\hat{Q}_i, Q, P, e_{-i}}(x)dx + C_{\hat{Q}_i, Q, P, e_{-i}},
\]

with the usual constraints on \( f_{\hat{Q}_i, Q, P, e_{-i}} \). It is only left to add to eq. 37 the requirement that honest reporting of \( \hat{Q}_i \) is optimal. First notice that regardless of what \( \hat{Q}_i \) the expert reports, he is incentivized to report the means \( \mu_i \) honestly (potentially up to some interval) s.t. when deciding which \( \hat{Q}_i \) to submit, he maximizes

\[
\mathbb{E}_{e_{-i} \sim Q_i} \left[ s_i(\mu, \hat{Q}_i, Q, P, e_{-i}, y) \right] = \sum_{e_{-i} \in H_{-i}} Q_i(e_{-i}) \left( \int_0^{\mu_{e_{-i}}} f_{\hat{Q}_i, Q, P, e_{-i}}(x)dx + C_{\hat{Q}_i, Q, P, e_{-i}} \right),
\]

where \( Q_i \) is expert \( i \)'s honest probability distribution over \( H_{-i} \). Hence, \( s_i \) is (strictly) proper w.r.t. \( Q_i \) if and only if for any \( \mu_i, Q, P \)

\[
\int_0^{\mu_{e_{-i}}} f_{\hat{Q}_i, Q, P, e_{-i}}(x)dx + C_{\hat{Q}_i, Q, P, e_{-i}}
\]

as a function of \( \hat{Q}_i, e_{-i} \) is a (strictly) proper scoring rule for prediction [as defined and characterized by Gneiting and Raftery, 2007].

We want to briefly give (without formal discussion or justification) an example of an appealing scoring rule for the multi-expert case to illustrate our characterization:

\[
s_i(\hat{\mu}_i, \hat{Q}_i, Q, P, e_{-i}, y) = \alpha \text{Vol}_{P, Q}(E_i \mid e_{-i}) y - \beta,
\]

where \( \alpha, \beta \in \mathbb{R}, \alpha > 0 \) and \( \text{Vol}_{P, Q}(E_i \mid e_{-i}) \) is some measure of the value of information for the principal of finding out \( E_i \) given that \( e_{-i} \) is already known. Roughly, the idea here is to give each expert a number of shares that is proportional to how valuable that expert’s information is, given all the information we receive from other experts. Of course, this scoring rule is dependent on \( Q \) and \( P \), but only in their posterior forms. In practice, we may imagine that the reports of all experts

20 More generally, we could have \( \tilde{s}_i \) depend on the reported expected utility across multiple \( e_{-i}. \) For instance, we could have a rule like

\[
\tilde{s}_i(\hat{\mu}_i, y) = f(\mu_i)(y - \mu_i) - g(\mu_i),
\]

where

\[
\mu_i := \sum_{e_{-i} \in H_{-i}} Q(e_{-i} \mid e_i) \hat{\mu}_{e_{-i}}
\]

is the overall mean implied by \( \hat{\mu}_i \). Similarly, we could pick a partition of \( H_{-i} \) into subsets \( S \) across which we use the reported mean within \( S \)

\[
\mu_S := \frac{1}{Q(E_{-i} \in S \mid e_i)} \sum_{e_{-i} \in S} Q(e_{-i} \mid e_i) \hat{\mu}_{e_{-i}}
\]

for scoring the expert when \( e_{-i} \in S \). This way, we can incentivize \( \hat{\mu}_S \) to be the mean for the across \( e_{-i} \) without incentivizing the individual \( \hat{\mu}_{e_{-i}} \) to be accurate. Since the principal knows \( e_{-i} \), he will generally most interested in the mean given specific values of \( e_{-i} \), however.
but it together state what it is likely to report and how much that could change the principal’s beliefs. Some variations of this scoring rule are also plausible, cf. Conitzer’s [2009, Section 4] discussion of similar scoring rules for prediction.

### 3.3 A notable impossibility

As noted earlier, we can use a typical revelation principle argument of mechanism design to draw conclusions from these results about what kind of characteristics any generic proper mechanism for eliciting information for decision making from multiple experts must have. For instance, as in the single-expert case, it shows that we cannot incentivize experts to – along with an honest recommendation – reveal anything other than the expected utility of taking the recommended action. Further, no expert may profit from the failure of the principal’s project. If we imagine the principal to be a firm maximizing its value, then no expert can be allowed to short-sell shares in the firm. In this section, we consider another, multi-expert-specific, desirable property that as a consequence of our results we cannot obtain.

We might like to reward experts in proportion to how much their report updates the principal’s beliefs. This is one of many desirable properties of prediction markets: experts (or traders) are rewarded based on how far they can move the market probabilities toward the truth. For example, an expert who at any point simply agrees with the market probabilities (because he has no relevant private information) can earn no money (in expectation). An expert who updates the market probability for an event from, say, 0.5 to 0.1 receives a high score in expectation (assuming 0.1 represents his true beliefs over the outcome of the random event). Rewarding experts for their impact on the market probability has many advantages. For instance, it sets a natural incentive to acquire relevant information. Therefore, we might want an elicitation mechanism for decision making – perhaps a kind of decision market (see Section 3.4) – that similarly rewards experts for submitting evidence that yields large (justified) changes in the principal’s beliefs.

However, from our results it follows immediately that a number of types of changes cannot be rewarded at all. An expert’s score cannot depend on how much the trader’s report moves the distributions for suboptimal actions. Experts also cannot be rewarded for changing what action is recommended. Generally, if two pieces of information \(e^1_i, e^2_i \in H_i\) have the same implications for the expected utility given the best action, the expert receives the same score in expectation from honestly reporting \(e^1_i\) and honestly reporting \(e^2_i\). This is the case even if \(e^1_i\) affects what the best action is and implies wild changes to the distributions of all actions while \(e^2_i\) does not change the principal’s beliefs at all. In particular this implies that a generic strictly proper DSR gives positive expected rewards even to experts \(i\) whose private evidence \(E_i\) turns out to be of no value to the principal.

How can the principal make sure that despite these impossibilities, experts with more useful information receive higher scores? The only way out, it seems, is to reward experts based on the ex ante value of their information in the style of the DSR in eq. 40. That is, pay expert \(i\) (in shares or constant reward) in proportion to how much the principal would be willing to pay to learn \(E_i\). One could also use the willingness to pay given that one already knows or will know \(E_{-i}\). In the extreme case, one could even give a constant score of 0 to experts whose value of information is zero. (The mechanism would then not quite satisfy our generic notion of strict propriety anymore.) This way, obtaining \(E_i\) is incentivized to the extent that \(E_i\) is useful to the expert.

It is worth noting that we can get around most of the impossibility results for eliciting decision-relevant information by removing some of our underlying assumptions or weakening our goals. For instance, they disappear if we allow randomization over which action the principal takes [Chen
et al., 2011; Chen et al., 2014, Section 4] or if we look for non-generic mechanisms for specific decision problems in which the principal has a detailed model of experts’ information structure.

3.4 Related work
As far as we are aware, most work on eliciting decision-relevant information from multiple agents has focused on designing prediction-market-like mechanisms or “decision markets” (as opposed to considering the class of direct-revelation mechanisms discussed in this paper) [e.g. Berg and Rietz, 2003, Hanson, 1999, 2002, 2006, 2013, Section IV]. Othman and Sandholm [2010, Section 3] are the first to point out incentive problems with this model. Our impossibility results can be seen as an extension of their result (though we have limited attention to mechanisms which guarantee full information aggregation, which may not a be a primary goal for the design of decision markets). Inspired by Othman and Sandholm’s proof that decision markets sometimes set poor incentives, Teschner et al. [2017] conduct an empirical study in which human subjects took the roles of the experts (or “traders”) to show that strategic reporting may not be a problem in decision markets in practice. Chen et al. [2011; 2014] show that by randomizing over all actions (potentially with a strong bias toward the optimal action) decision markets can, in some sense, be made to be analogous to prediction markets.

4 CONCLUSION
We have characterized mechanisms for eliciting decision-relevant information from both individual and multiple experts, thus – we hope – laying the foundations for theories analogous to those of proper scoring rules and prediction markets. We have shown that to strictly incentivize optimal recommendations the principal can only set very limited incentives on the experts’ predictions: only the report on the expected utility of taking the recommended action can be strictly incentivized. Moreover, the right-action proper scoring rules allow for a simple, intuitive interpretation. In the single-expert case, the principal offers the expert at different prices shares in the principal’s project. From the price above which the expert rejects the offers, it can be inferred what the expert believes the expected value of a share and therefore the expected utility of the principal’s project to be. Further, since the expert owns a share in the project, he wants to give the best-possible recommendation. A similar result holds for a setting with multiple experts. By the usual revelation principle, our characterization tells us how any right-action proper mechanism for eliciting decision-relevant information must look like. Many desirable properties cannot be obtained. For instance, short-selling of the principal’s project – as is possible in prediction markets – cannot be allowed in a right-action proper mechanisms. The most natural objective of further research therefore is the search for a natural, practical equivalent of a (Arrow-Debreu securities or market scoring rule) prediction market in the decision making case.
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A  OVERVIEW OF NOTATION
We here introduce some notation that is used throughout this paper. Since much of this is self-explanatory or sufficiently widely used, the reader may skip this section and refer to it later.

For any set \( \Omega \), define
\[
\Delta(\Omega) := \{ P : \Omega \to [0, 1] \mid \sum_{\omega \in \Omega} P(\omega) = 1 \}
\]
(41)
to be the set of probability distributions over \( \Omega \). For probabilities \( p_1, \ldots, p_n \in [0, 1] \) with \( \sum_{i=1}^{n} p_i = 1 \), we write \( p_1 * \omega_1 + \ldots + p_n * \omega_n \) for the random variable that assumes value \( \omega_i \) with probability \( p_i \) for \( i = 1, \ldots, n \).

For any probability distribution \( P \in \Delta(\Omega) \), define the support of \( P \)
\[
\text{supp}(P) := \{ \omega \in \Omega \mid P(\omega) > 0 \}
\]
(42)
to be the set of outcomes to which \( P \) assigns positive probability. For any real-valued function \( u : \Omega \to \mathbb{R} \), we use
\[
\mathbb{E}_{O \sim P}[u(O)] := \sum_{\omega \in \Omega} P(\omega)u(\omega)
\]
(43)
to denote the expected value of \( u(O) \) where \( O \) is the random variable distributed according to \( P \). We generally use roman capitals to denote random variables. When it is clear that \( O \) is distributed according to \( P \), we may drop the subscript \( O \sim P \) for brevity. When it is clear that \( O \) is the random variable that the expectation is over, but there is ambiguity as to how \( O \) is distributed, we give only \( P \) in the subscript.

Since we are dealing with decision problems, we are less interested in the case where the expert’s belief \( P \) is single probability distribution. Rather, we often use conditional probability distributions \( P \in \Delta(\Omega)^A \), where \( A \) is some set with generally at least two elements and for each \( a \in A \), the entry of \( P \) corresponding to \( a \) is a probability distribution over \( \Omega \). We variably denote these conditional probability distributions as \( P(\cdot | a) \) or \( P_a(\cdot) \). Note that in this notation, (unless \( |A| = 1 \) perhaps) \( P \) itself (before conditioning on any \( a \)) is not a probability distribution. In particular, we do not require there to be any underlying joint probability distribution over \( A \) and \( \Omega \); an element of \( A \) is chosen, not randomly drawn. We will also use \( \mathbb{E}_{O \sim P}[u(O) | a] := \mathbb{E}_{O \sim P(\cdot | a)}[u(O)] \) for conditional expectations.

In the second part of this paper (Section 3), we furthermore use the following standard game-theoretic notation. If \( X = \times_{i=1}^{n} X_i \) (for sets \( X_1, \ldots, X_n \)), then \( X_{-j} := \times_{i \in \{1,\ldots,j-1,j+1,\ldots,n\}} X_i \). We use bold font to denote vectors \( \mathbf{x} \in X \), and extend the notation to \( \mathbf{x}_{-j} := (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n) \). We will also use \( \mathbf{x}_{-j} \) to denote elements of \( X_{-j} \) directly.

B  AN ELEMENTARY PROOF OF THE CONTINUITY OF PROPER DSRS
We here give an elementary proof of the continuity claim used in the proof of Lemma 2.3.

Claim: Let \( s \) be a proper DSR and \( \omega_L, \omega_H \in \Omega \) be two outcomes. For \( p \in (0, 1) \), let \( R_{\mathbf{p}} = p * \omega_H + (1 - p) * \omega_L \) and \( Q_p \) be the distribution of that random variable. Then \( \mathbb{E}[s(Q_p, R_{\mathbf{p}})] \) is continuous in \( p \).

Proof. We conduct a proof by contradiction. Assume there is a discontinuity at \( p = \tilde{p} \). Then one of two things is true:

1. There is a \( \delta > 0 \) such that for all \( \epsilon > 0 \)
\[
\mathbb{E}[s(Q_{\tilde{p}}, R_{\tilde{p}})] > \mathbb{E}[s(Q_{\tilde{p} - \epsilon}, R_{\tilde{p} - \epsilon})] + \delta.
\]
(44)
2. There is a \( \delta > 0 \) such that for all \( \epsilon > 0 \)
\[
\mathbb{E}[s(Q_{\tilde{p}}, R_{\tilde{p}})] < \mathbb{E}[s(Q_{\tilde{p} + \epsilon}, R_{\tilde{p} + \epsilon})] - \delta.
\]
(45)
We derive contradictions from these two cases separately.

1. Imagine that the expert believes that under the optimal action, $O$ is distributed according to $R_{\bar{p}-\epsilon}$. Then for small enough $\epsilon$, the expert prefers submitting $Q_{\bar{p}}$ over submitting $Q_{\bar{p}-\epsilon}$, because of the following.

$$
\mathbb{E} \left[ s(Q_{\bar{p}}, R_{\bar{p}-\epsilon}) \right] = (\bar{p} - \epsilon) s(Q_{\bar{p}}, \omega_H) + (1 - (\bar{p} - \epsilon)) s(Q_{\bar{p}}, \omega_L) \quad (46)
$$

$$
\epsilon \to \tilde{p} s(Q_{\bar{p}}, \omega_H) + (1 - \tilde{p}) s(Q_{\bar{p}}, \omega_L) \quad (47)
$$

$$
= \mathbb{E} \left[ s(Q_{\bar{p}}, R_{\bar{p}}) \right] \quad (48)
$$

This means that there exists an $\epsilon > 0$ such that

$$
\mathbb{E} \left[ s(Q_{\bar{p}}, R_{\bar{p}-\epsilon}) \right] > \mathbb{E} \left[ s(Q_{\bar{p}}, R_{\bar{p}}) \right] - \delta/2 > \mathbb{E} \left[ s(Q_{\bar{p}-\epsilon}, R_{\bar{p}-\epsilon}) \right] + \delta/2. \quad (49)
$$

This contradicts propriety.

2. This case is actually a little harder. We need the fact that $s(Q_{p}, \omega_H)$ is monotonically increasing in $p$ and $s(Q_{p}, \omega_L)$ is monotonically decreasing in $p$, i.e. that for all $p_2 > p_1$ it is $s(Q_{p_2}, \omega_H) \geq s(Q_{p_1}, \omega_H)$ and $s(Q_{p_2}, \omega_L) \leq s(Q_{p_1}, \omega_L)$. This in turn can be shown by contradiction with different cases. For instance, imagine there were some $p_2 > p_1$ s.t. $s(Q_{p_2}, \omega_H) < s(Q_{p_1}, \omega_H)$ and $s(Q_{p_2}, \omega_L) < s(Q_{p_1}, \omega_L)$. Then the expert always prefers submitting $Q_{p_1}$ over submitting $Q_{p_2}$, even when the true distribution is $Q_{p_2}$. Because $s(Q_{p}, \omega_H)$ and $s(Q_{p}, \omega_L)$ are monotone in $p \in (0, 1)$, they are bounded on every $[a, b]$ with $0 < a \leq b < 1$.

With this, we can make a similar argument as above. Imagine that the expert believes that under the optimal action, $O$ is distributed according to $R_{\bar{p}}$. Then for small enough $\epsilon$, the expert prefers submitting $Q_{\bar{p}+\epsilon}$ over submitting $Q_{\bar{p}}$, because of the following.

$$
\mathbb{E} \left[ s(Q_{\bar{p}}, R_{\bar{p}}) \right] = \tilde{p} s(Q_{\bar{p}+\epsilon}, \omega_H) + (1 - \tilde{p}) s(Q_{\bar{p}+\epsilon}, \omega_L) \quad (50)
$$

$$
\epsilon \to \tilde{p} s(Q_{\bar{p}+\epsilon}, \omega_H) + (1 - \tilde{p}) s(Q_{\bar{p}+\epsilon}, \omega_L) \quad (51)
$$

$$
+ \epsilon (s(Q_{\bar{p}+\epsilon}, \omega_H) - s(Q_{\bar{p}+\epsilon}, \omega_L)) \quad (52)
$$

$$
= \mathbb{E} \left[ s(Q_{\bar{p}+\epsilon}, R_{\bar{p}+\epsilon}) \right] \quad (53)
$$

The line in the middle is due to the boundedness of $s(Q_{p_2+\epsilon}, \omega_H)$ and $s(Q_{p_2+\epsilon}, \omega_L)$, which implies that $\epsilon (s(Q_{\bar{p}+\epsilon}, \omega_H) - s(Q_{\bar{p}+\epsilon}, \omega_L)) \to 0$. This means that there exists an $\epsilon > 0$ such that

$$
\mathbb{E} \left[ s(Q_{\bar{p}+\epsilon}, R_{\bar{p}}) \right] > \mathbb{E} \left[ s(Q_{\bar{p}+\epsilon}, R_{\bar{p}+\epsilon}) \right] - \delta/2 > \mathbb{E} \left[ s(Q_{\bar{p}}, R_{\bar{p}}) \right] + \delta/2. \quad (54)
$$

This contradicts propriety again. We conclude that for any proper DSR $s$, the term $\mathbb{E} \left[ s(Q_{p}, O_{p}) \right]$ must be continuous in $p$.

## C PROOF OF THEOREM 2.6

We here prove our main theorem. For convenience, we first restate the theorem here.

**Theorem 2.6.** A DSR $s : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is proper iff

$$
s(\hat{\mu}, y) = f(\hat{\mu})(y - \hat{\mu}) + \int_0^{\hat{\mu}} f(x)dx + C \quad (12)
$$

for some non-negative, non-decreasing $f$ and constant $C \in \mathbb{R}$. If this condition is satisfied, then furthermore, $s$ is right-action proper if $f > 0$ and strictly proper w.r.t. the mean if and only if $f$ is strictly increasing.
Proof. “⇒” We first show that the scoring rules of the given structure are strictly proper w.r.t. the best action and strictly proper w.r.t. the mean if $f$ is strictly increasing.

We first demonstrate that for whatever action $\hat{a}$ the expert recommends, he is (strictly) incentivized to report that action’s mean honestly. So let $U = u(O_\hat{a})$ be the random variable representing the utility resulting from choosing $\hat{a}$ and let $\mu = \mathbb{E}[U]$. Now let $d > 0$. We show that the expert prefers reporting $\mu$ over reporting $\mu + d$:

$$
\mathbb{E}[s(\mu + d, U)] = s(\mu + d, \mu) = -df(\mu + d) + \int_0^{\mu + d} f(x)dx + C \\
\leq s(\mu, \mu) - df(\mu + d) + \int_\mu^{\mu + d} f(x)dx \\
= s(\mu, \mu) - df(\mu + d) + df(\mu + d) \\
= \mathbb{E}[s(\mu, U)]
$$

(55) \quad (56) \quad (57) \quad (58) \quad (59) \quad (60)

For strictly increasing $f$, the inequality in the middle is strict. The same argument with a few flipped signs applies if we subtract (rather than add) $d$ in the report.

It is left to show that it is optimal to recommend the best action. So let $U_{a^*} = u(O_{a^*})$ and $U_a = u(O_a)$ with $\mu := \mathbb{E}[U_a]$ and $\mathbb{E}[U_{a^*}] = \mu + d$ for some $d > 0$. Then the expert prefers recommending $a^*$ with truthfully reported mean $\mu + d$ over recommending $\hat{a}$ with truthfully reported mean $\mu$:

$$
\mathbb{E}[s(\mu + d, U_{a^*})] = s(\mu + d, \mu + d) \geq s(\mu, \mu) \\
= \mathbb{E}[s(\mu, U_a)]
$$

(61) \quad (62) \quad (63) \quad (64) \quad (65)

If is strictly positive, then the inequality in the second-to-last line is strict and so $s$ is right-action proper.

“⇒” Let $s$ be a right-action proper DSR. We now show that $s$ is of the form given in the theorem.

First, we show that $s(\hat{\mu}, y)$ is affine in $y$, i.e., that

$$
s(\hat{\mu}, y) = f(\hat{\mu})y - g(\hat{\mu})
$$

(66)

for some functions $f$ and $g$, with $f$ non-negative and non-decreasing. Let $\hat{\mu} \in \mathbb{R}$ be a reported mean and let $X$ be a random variable over $\mathbb{R}$ with mean $\mu$. Consider $Y = p \ast X + (1-p) \ast x'$ and $Y' = p \ast \mu + (1-p) \ast x'$, where $p$ and $x'$ are such that both $Y$ and $Y'$ have mean $\hat{\mu}$. Then:

$$
p\mathbb{E}[s(\hat{\mu}, X)] + (1-p)\mathbb{E}[s(\hat{\mu}, x')] = \mathbb{E}[s(\hat{\mu}, Y)] \\
= \mathbb{E}[s(\hat{\mu}, Y')] \\
= ps(\hat{\mu}, x) + (1-p)\mathbb{E}[s(\hat{\mu}, x')] .
$$

(67) \quad (68) \quad (69)

Hence, even if $\hat{\mu}$ is not the mean of $X (\hat{\mu} \neq \mu)$, we have $\mathbb{E}[s(\hat{\mu}, X)] = s(\hat{\mu}, \mu)$ for all $\hat{\mu}, X$. This exactly characterizes $s(\hat{\mu}, \cdot)$ as being affine and therefore of the form in eq. 66. Further, notice that for $s$ to
be proper $f$ has to be non-negative (otherwise, the expert would always be best off recommending the action with the lowest expected value) and for $f$ to be right-action proper it has to be strictly positive.

It is left to show that $f$ must be non-decreasing and that

$$g(\mu) = f(\mu)\mu - \int_0^\mu f(x)dx - C$$

(70)

for some $C \in \mathbb{R}$. For both of these, we will need a relationship between the rates at which $f$ and $g$ change. For $s(\hat{\mu}, \mu)$ to be maximal at $\hat{\mu} = \mu$, it has to be the case that for all $d > 0$

$$s(\mu + d, \mu) \leq s(\mu, \mu),$$

(71)

which – using eq. 66 – we can rewrite as

$$g(\mu + d) - g(\mu) \geq \mu \cdot (f(\mu + d) - f(\mu)).$$

(72)

Similarly, it has to be the case that for $d > 0$,

$$s(\mu, \mu + d) \leq s(\mu + d, \mu + d),$$

(73)

which we can rewrite as

$$g(\mu + d) - g(\mu) \leq (\mu + d) \cdot (f(\mu + d) - f(\mu)).$$

(74)

Note that all of these inequalities must be strict if $s$ is to be strictly proper w.r.t. the mean.

We now show that $f$ is non-decreasing. From ineq.s 72 and 74, it follows that for all positive $d$

$$\mu \cdot (f(\mu + d) - f(\mu)) \leq (\mu + d) \cdot (f(\mu + d) - f(\mu)),$$

(75)

which implies that $f(\mu + d) - f(\mu) \geq 0$ for all $d > 0$. If $s$ is to be strictly proper w.r.t. the mean, then this inequality is strict.

Finally, it is left to show that $g$ is structured as described above. By telescoping, for any $n \in \mathbb{N}_{>0}$ and any $\hat{\mu} \in \mathbb{R}$ we can write:

$$g(\hat{\mu}) = g(0) + \sum_{i=1}^n g\left(\frac{i\hat{\mu}}{n}\right) - g\left(\frac{(i-1)\hat{\mu}}{n}\right).$$

(76)

Since relative to any $f$, $g$ can only be unique up to a constant, we will write $C$ instead of $g(0)$. From equations 72 and 74, it follows that

$$\sum_{i=1}^n \left(\frac{i-1}{n}\hat{\mu}\right)f\left(\frac{i\hat{\mu}}{n}\right) - f\left(\frac{(i-1)\hat{\mu}}{n}\right) \leq g(\hat{\mu}) - C$$

(77)

$$\leq \sum_{i=1}^n \frac{i\hat{\mu}}{n} f\left(\frac{i\hat{\mu}}{n}\right) - f\left(\frac{(i-1)\hat{\mu}}{n}\right)$$

(78)

for all $n \in \mathbb{N}_{>0}$.

We would now like to find $g$ by taking the limit w.r.t. $n \to \infty$ of the two series. To do so, we will rewrite the two sums to interpret them as the (right and left) Riemann sums of some function.\textsuperscript{21} It

\textsuperscript{21}In fact, we could immediately interpret them as Riemann sums of the function $f^{-1}$ for the partition $(f\left(\frac{i\hat{\mu}}{n}\right))_{i=1,\ldots,n}$. This works out but leads to a number of technical issues that are cumbersome to deal with: if $f$ is discontinuous, then $(f\left(\frac{i\hat{\mu}}{n}\right))_{i=1,\ldots,n}$ might not get arbitrarily fine, and $f^{-1}$ could be empty somewhere between $f(0)$ and $f(\hat{\mu})$; and if $f$ is constant on some interval, then $f^{-1}$ contains more than one element. We can avoid these issues by first re-writing the above sum. This re-writing corresponds directly to a well-known, very intuitive formula for the integral of the inverse [e.g., Key, 1994, Theorem 1].
is
\[
\sum_{i=1}^{n} \frac{i\hat{\mu}}{n} \left( f \left( \frac{i\hat{\mu}}{n} \right) - f \left( \frac{(i-1)\hat{\mu}}{n} \right) \right)
\]
\[
= \sum_{i=1}^{n} \frac{i\hat{\mu}}{n} f \left( \frac{i\hat{\mu}}{n} \right) - \frac{(i-1)\hat{\mu}}{n} f \left( \frac{(i-1)\hat{\mu}}{n} \right) \quad (80)
\]
\[
= \hat{\mu} f(\hat{\mu}) - \sum_{i=1}^{n} \frac{\hat{\mu}}{n} f \left( \frac{(i-1)\hat{\mu}}{n} \right) \quad (81)
\]

The last step is due to telescoping of the left-hand sum. Analogously,
\[
\sum_{i=1}^{n} \frac{(i-1)\hat{\mu}}{n} \left( f \left( \frac{i\hat{\mu}}{n} \right) - f \left( \frac{(i-1)\hat{\mu}}{n} \right) \right)
\]
\[
= \sum_{i=1}^{n} \frac{i\hat{\mu}}{n} f \left( \frac{i\hat{\mu}}{n} \right) - \frac{(i-1)\hat{\mu}}{n} f \left( \frac{(i-1)\hat{\mu}}{n} \right) \quad (83)
\]
\[
= \hat{\mu} f(\hat{\mu}) - \sum_{i=1}^{n} \frac{\hat{\mu}}{n} f \left( \frac{i\hat{\mu}}{n} \right) \quad (84)
\]
\[
= \hat{\mu} f(\hat{\mu}) - \sum_{i=1}^{n} \frac{\hat{\mu}}{n} f \left( \frac{(i-1)\hat{\mu}}{n} \right) \quad (85)
\]

First note that the subtrahends are the left and right Riemann sums of \( f \) on \([0, \hat{\mu}]\). Because \( f \) is non-decreasing on \( \mathbb{R} \), it is integrable [e.g. Rudin, 1976, Theorem 6.9]. That is, both the left and right Riemann sum converge to the integral:
\[
\sum_{i=1}^{n} \frac{\hat{\mu}}{n} f \left( \frac{i\hat{\mu}}{n} \right) \rightarrow \int_{0}^{\hat{\mu}} f(x)dx \quad (86)
\]
\[
\sum_{i=1}^{n} \frac{\hat{\mu}}{n} f \left( \frac{(i-1)\hat{\mu}}{n} \right) \rightarrow \int_{0}^{\hat{\mu}} f(x)dx \sum_{i=1}^{n} \frac{\hat{\mu}}{n} f \left( \frac{(i-1)\hat{\mu}}{n} \right) \quad (86)
\]

So for \( n \to \infty \), the lower and upper bound on \( g(\hat{\mu}) \) converge to the same value. Hence, \( g(\hat{\mu}) \) must be that value, i.e.
\[
g(\hat{\mu}) = C + \hat{\mu} f(\hat{\mu}) - \int_{0}^{\hat{\mu}} f(x)dx \quad (87)
\]
From this, eq. 12 follows as claimed. \( \square \)