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ABSTRACT
Let $G = G(A \cup B, A \times B)$, with $|A| = |B| = n$, be a weighted bipartite graph, and let $d(\cdot, \cdot)$ be the cost function on the edges. Let $\omega(M)$ denote the weight of a matching in $G$, and $M^*$ a minimum-cost perfect matching in $G$. We call a perfect matching $M$ $c$-approximate, for $c \geq 1$, if $\omega(M) \leq c \cdot \omega(M^*)$. We present three approximation algorithms for computing minimum-cost perfect matchings in $G$.

First, we consider the case when $d(\cdot, \cdot)$ is a metric. For any $\delta > 0$, we present an algorithm that, in $O(n^{2+\log n} \log^2 (1/\delta))$ time, computes a $O(1/\delta)$-approximate matching of $G$, where $\alpha = \log_2 2 \approx 0.631$. Next, we assume the existence of a dynamic data structure for answering approximate nearest neighbor (ANN) queries under $d(\cdot, \cdot)$, with a query and update time of $\tau(n, \varepsilon)$. Given two parameters $\varepsilon, \delta \in (0,1)$, we present an algorithm that, in $O(\varepsilon^{-2} n^{1+\varepsilon} \tau(n, \varepsilon) \log^2 (n/\varepsilon) \log(1/\delta))$ time, computes a $O(1/\delta^\varepsilon)$-approximate matching of $G$, where $\alpha = 1 + \log_2 (1 + \varepsilon)$.

Finally, we present an algorithm that works even if $d(\cdot, \cdot)$ is not a metric but still admits an ANN data structure for $d(\cdot, \cdot)$ with a query and update time of $\tau(n, \varepsilon)$. In particular, we present an algorithm that, in $O(\varepsilon^{-1} n^{3/2} \tau(n, \varepsilon) \log^2 (n/\varepsilon))$ time, computes a $(1 + \varepsilon)$-approximate matching of $A$ and $B$.

We show that our results lead to faster matching algorithms for many geometric settings.

1. INTRODUCTION

Problem Statement. Let $G := G(A, B) = G(A \cup B, A \times B)$ be a bipartite graph with $|A| = |B| = n$, and let $d : A \times B \rightarrow \mathbb{R}_{\geq 0}$ be the edge-cost function. Throughout this paper we assume that $d(\cdot, \cdot)$ can be evaluated in $O(1)$ time. A perfect matching $M$ is a set of $n$ vertex-disjoint edges in $G(A, B)$. The cost of $M$, $\omega(M)$, is the sum of cost of its edges, i.e., $\omega(M) = \sum_{(a,b) \in M} d(a,b)$. When the cost function $d(\cdot, \cdot)$ is not obvious from the context, we will use the notation $\omega(M, d)$ to represent the cost of $M$ under $d$. The minimum-cost bipartite matching (or optimal matching for brevity) is a perfect matching with the smallest cost; let $M^*$ be such a matching. A perfect matching $M$ for $G$ is called $c$-approximate, for $c \geq 1$, if $\omega(M) \leq c \cdot \omega(M^*)$. In this paper, we develop approximation algorithms for computing optimal matchings when $A$ and $B$ are points in a metric space, and when $A$ and $B$ are point sets in $\mathbb{R}^d$ and $d(\cdot, \cdot)$ is not necessarily a metric. The problem of computing an optimal matching in metric and geometric settings arises in several applications such as computer vision, shape analysis, computer graphics. For example, the problem in computer vision of tracking multiple objects can be formulated as computing an optimal matching between two sets of objects, and a metric is defined to measure the distance between a pair of objects [6].

Previous work. Computing a maximum cardinality matching in a graph (both bipartite and general graphs) with $n$ vertices and $m$ edges takes $O(m \sqrt{n})$ time [20, 23]. The bound was improved for sparse graphs by Madry [22] (see also [17, 28]). For weighted bipartite graphs, an optimal matching with $n$ vertices and $m$ edges can be computed, in $O(m n + n^2 \log n)$ time, using the Hungarian algorithm [12]. If the edge costs are positive integers bounded by $n^{O(1)}$, Gabow and Tarjan show that an optimal matching can be computed in $O(m \sqrt{n} \log n)$ time for bipartite graphs [14], and $O(m \sqrt{n} \log^{3/2} n)$ time for general graphs [15]—almost matching the time bounds for that of the unweighted case. There are algorithms that use algebraic methods to compute optimal matching in matrix multiplication time [8, 27]. Bipartite matching is a special case of general graph matching, and the known algorithms for the latter are more complex.

If $A$ and $B$ are points in a metric space, computing an optimal bipartite matching of $A$ and $B$ seems more challenging than computing an optimal matching on a complete graph of $2n$ points in the same metric space.\footnote{Note that bipartite matching is not a special case of the non-bipartite matching in this setting.} For instance, an optimal matching in a set of $2n$ points in $\mathbb{E}^2$, the 2D Euclidean...
plane, can be computed in $O(n^{3/2} \log^5 n)$ time [33], while the best known algorithm for computing an optimal matching between two point sets of size $n$ each in $E^d$ takes $O(n^{2+\delta})$ time, for any constant $\delta > 0$ [1]. Recently, Sharathkumar [29] presented a $O(n^{3/2+\delta} \log (n\Delta))$-time algorithm to compute an optimal matching between two point sets in $E^d$ with positive integer coordinates bounded by $\Delta$. A sub-quadratic algorithm for computing an optimal bipartite matching of two arbitrary point sets in $E^d$ has remained elusive so far.

The same trend holds for approximation algorithms. Several approximation algorithms are known for computing a (perfect) matching in a set of points (i.e., non-bipartite case) in arbitrary metric space [25, 26]. The best among those—a 2-approximation algorithm by Goemans and Williamson [18]—runs in near-quadratic time [7, 13]. However, it does not extend to the bipartite setting. The only known near-quadratic time algorithm for the bipartite case computes a matching whose expected cost is within $O(\log n)$ of the optimal matching [11].

A near-linear time algorithm for computing a $(1+\varepsilon)$-approximate matching in a set of $n$ points in $E^d$, for $d = O(1)$, was first presented by Arora [4], and later improved by Varadarajan and Agarwal [34]. Following this, considerable effort was made to design near-linear-time approximation algorithms for bipartite matching in low-dimensional Euclidean spaces [2, 21, 31, 34]. Only recently Sharathkumar and Agarwal [31] presented a near-linear time Monte-Carlo algorithm for the bipartite case. The best-known deterministic approximation algorithm known for low-dimensional Euclidean spaces is by Varadarajan and Agarwal [34] that runs in time $O(n^{3/2}(\log(n)/\varepsilon)^{O(1)})$.

In high-dimensional Euclidean space, when $d$ is not assumed to be a constant, Goel et al. [16] presented an algorithm for computing a $(2(1+\varepsilon))$-approximate matching in a set of $2n$ points in $E^d$ that runs in $O((n^{1+1/(1+\varepsilon)})$ time, for any constant $\varepsilon > 0$. For the bipartite case, however, besides the cubic-time exact algorithm, the only known approximation algorithms are an $O(dn)$ time algorithm that computes an $O(d \log n)$-approximate matching [11], and an $O(d \log \log n)$-time algorithm that computes an $O(\log d \log n)$-approximate matching [3].

A closely related problem is the maximum-cost matching problem — compute a matching with the maximum cost. While exact algorithms for maximum-cost matching and minimum-cost matching have the same running time, approximating minimum-cost matching is considerably harder than approximating maximum-cost matching. For example, a simple greedy algorithm produces a $0.5$-approximation to maximum weight matching for any weighted graph. A similar greedy algorithm gives only an $O(n^{0.58})$ approximation [26] even when the edge costs are assumed to satisfy triangle inequality. In fact, as observed by Avis [5], computing an $O(n)$-approximation of minimum-cost matching on a graph with arbitrary edge costs takes the same time as computing the maximum cardinality matching of a dense unweighted graph, i.e., $\Omega(m^{1/2})$ time. In contrast, Duan and Pettie [9] present an $O(n/\varepsilon \log (1/\varepsilon))$-time algorithm to compute a $(1-\varepsilon)$-approximate maximum-cost matching.

**Our results.** We present three approximation algorithms for computing a minimum-cost matching in $G$. First, given a constant $\delta \in (0, 1/3)$, we present, in Section 3, a deterministic algorithm that computes, in $O(n^{2+\delta} \log n \log^2 1/\delta)$ time, an $O(1/\delta)$-approximate maximum-cost matching, where $\alpha = \log_2 2 \approx 0.631$, for the case when $d(\cdot, \cdot)$ is any arbitrary metric that can be evaluated in $O(1)$ time. This is the first $O(1)$-approximation algorithm that runs in $O(n^{2+\delta})$ time. Moreover, our algorithm computes, in $O(n^2 \log^{O(1)} n)$ time, an $O(\log n/\log \log n)$-approximate matching; this compares favorably to the randomized quadratic-time algorithm for computing a $O(\log n)$-approximate matching. Our algorithm is a variant of the scaling algorithms [14, 30]. Roughly speaking, our algorithm computes a partial matching at each scale, commits this matching, and solves the problem recursively for unmatched points at the next scale. We use the metric property of $d(\cdot, \cdot)$ to bound the cost of an optimal matching of the unmatched points, and show that we compute an approximate matching at each scale.

In Section 4, we improve the above algorithm if $d(\cdot, \cdot)$ admits an efficient dynamic data structure for answering $\varepsilon$-approximate nearest-neighbor (ANN) queries. We present an algorithm that given two parameters $\varepsilon, \delta \in (0, 1)$, computes an $O(1/\delta^\varepsilon)$-approximate matching of $A$ and $B$ in $O(\varepsilon^{-5}n^{3/2+\delta}(\tau(n, \varepsilon) \log^2 (n/\varepsilon) \log(1/\delta))$ time. Here $\alpha = 1 + \log_2 (1+\varepsilon)$ and $\tau(n, \varepsilon)$ is the query and update time of the $\varepsilon/2$-ANN data structure. Note that we sacrifice the approximation factor a little but gain substantially in the running time, provided $\tau(n, \varepsilon)$ is small. If we set $\varepsilon = 1/\log_2(1/\delta)$, the algorithm computes a $O(1/\delta)$-approximate matching.

Finally, by combining the ideas of the second algorithm with the Hungarian algorithm, we present an algorithm that works even when $d(\cdot, \cdot)$ is not necessarily a metric but still admits an efficient ANN data structure (e.g. squared Euclidean distance). More precisely, we present in Section 5 an algorithm that computes a $(1+\varepsilon)$-approximate matching of $A$ and $B$ in time $O(n^{3/2}(\tau(n, \varepsilon) \log^3 (n/\varepsilon)))$. Previously, data structures for answering (additive) weighted nearest neighbor (WNN) queries were used to speed up the Hungarian algorithm for geometric settings [30]. It is tempting to attain an approximation algorithm by replacing the WNN data structure in these algorithms with the one that answers approximate WNN queries, with the hope that the latter can be answered more quickly. However, it is unlikely that approximate WNN queries can be answered quickly—in time similar to unweighted ANN queries, because exact NN queries can be reduced to answering approximate WNN queries. We overcome this difficulty by using a different approach that allows us to use a weaker notion of approximate WNN queries which can be answered using ANN data structure.

These results lead to faster matching algorithms for many geometric settings. We just mention two of them here:

1. For $A, B \subseteq E^d$, with $d = O(\log n)$, and for a constant $\delta > 0$, an $O(1/\delta^{0.924+1/3})$-approximate matching can be computed in $O((n^{1+1/\delta}) \log n)$ time. This is the first sub-quadratic algorithm for computing an optimal matching of high-dimensional point sets.

2. For $A, B \subseteq R^d$, with $d = O(1)$, and for a constant $\delta > 0$, we obtain a deterministic algorithm that computes $O(1/\delta)$-approximate matching of $A$ and $B$ in $O(n^{1+1/\delta} \log n)$ time. In contrast, the previously best known deterministic algorithm computes an $1/\delta$-approximate matching in $O(n^{3/2} \log^2 (d \log n))$ time [34] (using our second algorithm). Alternatively, we also obtain a deterministic algorithm that computes an $(1+\varepsilon)$-approximate matching of $A$ and $B$ in $O((1+\varepsilon)(n^{3/2} \log^2 (n/\varepsilon)))$
(using our third algorithm), while the algorithm in [34] takes \( O(n^{3/2} \log(n)/\varepsilon)^{O(d)} \) time.

2. PRELIMINARIES

In this section, we present a few concepts that will be useful for our algorithms. Let \( A, B, G \), and \( d(\cdot, \cdot) \) be as defined earlier. Given a matching \( M \) on \( G(A, B) \), an alternating path (or cycle) is a simple path (resp. cycle) whose edges are alternately in and not in \( M \). A free vertex is a vertex of \( A \cup B \) that has not been matched, i.e., not incident on any edge of \( M \). An augmenting path \( P \) is an alternating path between two free vertices. \( M \) can be augmented by one edge along \( P \), by setting \( M = M \uplus P \), where \( \uplus \) is the symmetric difference, i.e., remove \( P \cap M \) from \( M \) and add \( P \setminus M \) to \( M \).

We refer to this step as an augmentation step.

An alternating tree is a tree rooted at a free vertex of \( B \) in which every path to the leaf node is an alternating path. While describing our algorithms, sometimes it is useful to view \( G \) as a directed graph \( \tilde{G}_M \) defined as follows: Every edge \( (a, b) \in M \) with \( a \in A \) and \( b \in B \), is directed from \( a \) to \( b \), and every edge \( (a, b) \not\in M \) is directed from \( b \) to \( a \).

The in-degree (resp. out-degree) of every vertex of \( B \) (resp. \( A \)) is at most 1. Any alternating path is a directed path in \( \tilde{G}_M \). An alternating tree \( T \) rooted at a free vertex \( b \in B \) is a directed tree in \( \tilde{G}_M \), in the sense that \( T \) has a directed path from the root \( b \) to every vertex in \( T \).

Recall that Hungarian and many other algorithms assign dual weights to each vertex of \( G \). Let \( d(\cdot, \cdot) \) be a distance function. For a vertex \( v \in A \cup B \), let \( y(v) \) be its dual weight. A matching \( M \) and a set of dual weights are called feasible if

\[
\begin{align*}
    y(a) + y(b) &\leq d(a, b) & \forall (a, b) \in A \times B, \\
    y(a) + y(b) &= d(a, b) & \forall (a, b) \in M.
\end{align*}
\]

(1)

It is well-known that any dual-feasible perfect matching is optimal with respect to \( d(\cdot, \cdot) \); see [24]. Introduced by Gabow and Tarjan [14], a 1-feasible matching is a matching \( M \) and set of dual weights \( y(\cdot) \) such that

\[
\begin{align*}
    y(a) + y(b) &\leq d(a, b) + 1 & \forall (a, b) \in A \times B, \\
    y(a) + y(b) &= d(a, b) & \forall (a, b) \in M.
\end{align*}
\]

(2)

A 1-optimal matching is a perfect matching that is 1-feasible.

The notion of 1-feasible matching will be used in Section 3.

An edge \((a, b) \in A \times B\) is called eligible if

\[
\begin{align*}
    y(a) + y(b) &= d(a, b) & (a, b) \in M, \\
    y(a) + y(b) &= d(a, b) + 1 & (a, b) \not\in M.
\end{align*}
\]

(3)

The subgraph of \( G \) induced by the set of eligible edges is called the eligible graph (with respect to \( M \)).

Relaxing the notion of feasible edges differently, a matching \( M \) is called \( \varepsilon \)-relaxed if the dual weights satisfy the following condition:

\[
\begin{align*}
    y(a) + y(b) &\leq d(a, b) + [\varepsilon d(a, b)], & \forall (a, b) \in A \times B, \\
    y(a) + y(b) &= d(a, b) & \forall (a, b) \in M.
\end{align*}
\]

(4)

The following lemma shows the significance of 1-relaxed matchings.

Lemma 2.1. Let \( M \) be a perfect \((\varepsilon/2)\)-relaxed matching of \( A \) and \( B \), and let \( M \) be an optimal matching of them. If \( \omega(M^*) \geq 2n/\varepsilon \), then

\[
\omega(M) \leq (1 + \varepsilon)\omega(M^*).
\]

Proof. Since \( M \) is a perfect matching, from (5), we have

\[
\omega(M) = \sum_{(u, v) \in M} d(u, v) = \sum_{(u, v) \in M} y(u) + y(v) = \sum_{v \in A \cup B} y(v).
\]

Every edge \((a, b) \in M^*\) satisfies (4) and \( \omega(M^*, d) \geq 2n/\varepsilon \), therefore

\[
\begin{align*}
\sum_{a \in A \cup B} y(a) &\leq \sum_{(u, v) \in M^*} d(u, v) + \left[ \frac{\varepsilon}{2} d(u, v) \right] \\
&\leq (1 + \frac{\varepsilon}{2})\omega(M^*) + n \leq (1 + \varepsilon)\omega(M^*, d).
\end{align*}
\]

\( \square \)

3. ALGORITHM FOR ARBITRARY METRIC SPACE

Let \( A, B \) be two point sets of size \( n \) each in a metric space, and let \( d(\cdot, \cdot) \) be the underlying metric such that the distance between any two points of \( A \cup B \) can be computed in \( O(1) \) time. We describe an approximation algorithm for computing an optimal matching of \( A \) and \( B \) under \( d(\cdot, \cdot) \). Our algorithm is a variant of the scaling algorithms for matching [14, 30]. Before presenting the algorithm, we brieﬂy describe the main idea behind it. This description, although somewhat incorrect, conveys the main intuition.

Main idea. Suppose we fix a scale of the Gabow-Tarjan algorithm [14]. At a ﬁxed scale, their algorithm runs in stages, each of which computes, in \( O(n^2) \) time, a maximal set of vertex-disjoint augmenting paths, augments the matching along these paths, and updates the dual weights of the vertices. If we run their algorithm for \( n^a \) stages, then it computes a matching \( M_1 \) that matches, in \( O(n^{2 + a}) \) time, but all \( O(n^{1 - a}) \) points of \( A \) and \( B \), and \( \omega(M_1) \leq 2\omega(M^*) \), where \( M^* \) is the optimal matching of \( A, B \). Next, we compute an optimal matching \( M_2 \) of the free points of \( A \) and \( B \), using the Hungarian algorithm, which takes \( O(n^{3/4}) \) time, and return \( M_1 \cup M_2 \) as a matching of \( A, B \). Using the fact that \( d(\cdot, \cdot) \) is a metric, we can argue that \( \omega(M_2) \leq 3\omega(M_1) \leq 3\omega(M^*) \).

By setting \( \alpha = 1/4 \), we obtain a \( 5 \)-approximate matching of \( A, B \) in \( O(n^{3/4}) \) time. We can repeat this process once more, but this time use the \( O(n^{3/4}) \) algorithm, instead of Hungarian algorithm, to compute \( M_2 \). We obtain a faster algorithm that returns an \( O(1) \)-approximate matching, though the constant is now larger than 5. By iterating this process multiple times, we can obtain a trade-off between the approximation factor and the running time. How we do this correctly and obtain a good trade-off requires some care, as described below.

There are three main differences between our and traditional scaling algorithms [14, 30]: (i) We commit the edges computed in the matching computed in one scale, and the next scale computes a matching of only unmatched points. (ii) We compute a partial matching at each scale. By choosing the number of steps for which we run the algorithm at each scale, we keep both the running time and the cost of the matching under control. (iii) In successive scales, we scale down the edge costs instead of scaling up, so that the cost of the optimal matching of unmatched points is linear in the number of the points.

Algorithm. We now describe the algorithm in detail. We choose a parameter \( \delta \in (0, 1/3] \) and set \( \varepsilon = \frac{1}{2\log_{1/3} \frac{n}{\delta}} \). Let \( \omega > 0 \) be a real value such that \( \omega(M^*)/2 \leq \omega \leq \omega(M^*) \). For
now, we assume that we have such a value of $\omega$ at our disposal. At the end, we describe how to choose $\omega$. The algorithm works in phases. In the beginning of phase $i$, for $i \geq 0$, we have sets $A_i \subseteq A$ and $B_i \subseteq B$ of points and a matching $M_i$ of the points in $A \setminus A_i$ and $B \setminus B_i$; set $|A_0| = |B_0| = n_i$. For $i = 0$, $A_0 = A$, $B_0 = B$, $n_0 = n$, and $M_0 = \emptyset$. If $n_i \leq n^{2/3}$, we compute an optimal matching of $A_i$ and $B_i$ using the Hungarian algorithm, which takes $O(n_i^3)$ time. So, assume $n_i \geq n^{2/3}$. In phase $i$, we set the distance function to be $d_i(\cdot, \cdot)$, defined as follows:

$$d_i(a, b) = \begin{cases} \frac{2d(a, b) + n_i}{\epsilon \omega} & \text{if } i = 0, \\ \frac{d_{i-1}(a, b)}{2(1 + \epsilon)^2n_i^{-1}} & \text{if } i > 0, \end{cases}$$

where $\varphi_i = 3'i\delta$.

We compute a (possibly partial) matching $M_i$ of $A_i$ and $B_i$ under $d_i(\cdot, \cdot)$ using the algorithm Phase-Match described below. We set $M_{i+1} \leftarrow M_i \cup \{M_i\}$. If $M_i$ is a perfect matching between $A_i$ and $B_i$, we stop and return $M_{i+1}$. Otherwise, we set $A_{i+1}$ (resp. $B_{i+1}$) to be the set of free vertices of $A_i$ (resp. $B_i$) and move to phase $i + 1$.

We now describe the Phase-Match algorithm, which is similar to Gabow and Tarjan’s [14] algorithm but with some additional twists. We set $\kappa_i = \frac{n_i}{2}n_i^\epsilon$. The procedure works in stages. In the beginning of each stage, we have a set $A_i^0 \subseteq A_i$ and $B_i^0 \subseteq B_i$ of free vertices, dual weights $y(v)$ for each point in $A_i \cup B_i$ and a 1-feasible matching $M_i$ computed so far. Initially, $A_i^0 = A_i$, $B_i^0 = B_i$, and $M = \emptyset$. If $i = 0$, we set $y(v) = 0$ for all $v \in A_i \cup B_i$. At the end of the stage, if we have computed a perfect matching of $A_i$, $B_i$ or run the procedure for $\kappa_i$ stages, we stop and return $M_i$.

Each stage of Phase-Match consists of the following three steps:

(i) **Finding augmenting paths.** Let $E \subseteq A_i \times B_i$ be the set of eligible edges. We compute, in $O(n_i^3)$ time, a maximal set $P$ of vertex-disjoint augmenting paths in $E$, as described in [14, 30].

(ii) **Augmentation step.** We augment $M$ along $P$, i.e., set $M = M \oplus (\bigcup_{P \in P} P)$. For each vertex $b \in B_i$ that lies on a path in $P$, set $y(b) \leftarrow y(b) - 1$, to ensure that $M$ continues to be 1-feasible after the augmentation step. This step takes $O(n_i^2)$ time because the paths in $P$ are vertex disjoint.

(iii) **Dual-adjustment step.** Consider the directed subgraph $G_i$ formed by $E$, the set of eligible edges, as defined in Section 2. Let $S$ (resp. $T$) be the set of vertices of $B_i$ (resp. $A_i$) that are reachable from a vertex of $B_i^0$ in $G_i$. Set $y(b) = y(b) + 1$ for all $b \in S$ and $y(a) = y(a) - 1$ for all $a \in T$. This step takes $O(n_i^2)$ time.

This completes the description of the Phase-Match procedure. Since each stage takes $O(n_i^2)$ time, the total time taken by Phase-Match is $O(n_i^2\kappa_i)$.

**Analysis.** Before analyzing the performance of the algorithm, we make a few observations about the Phase-Match procedure, which are well-known; see [14, 30].

**Lemma 3.1.** (i) The matching $M$ is always 1-feasible. (ii) At the end of the augmentation step in each stage, there is no augmenting path composed solely of eligible edges. (iii) For any vertex $v \in A_i \cup B_i$ that is free after $k$ stages, $y(v) = 0$ if $v \in A_i$ and $y(v) = k$ if $v \in B_i$.

We claim that our (overall) algorithm maintains the following invariants after $i$ phases. Let $M_i^*$ be the optimal perfect matching of $A_i$ and $B_i$ under $d(\cdot, \cdot)$; note that $M_0^* = M^*$.

1. $\omega(M_i) \leq (1 + \epsilon)\omega(M_i^*)$,
2. $\omega(M_{i+1}) \leq (2 + \epsilon)\omega(M_i^*)$,
3. $n_i \leq n^{1-\Phi_i}$, where $\Phi_i = \sum_{j=0}^{i-1} \varphi_j = \frac{3'i\delta}{2}$.

We note that (12) holds because $d(\cdot, \cdot)$ is a metric, and this is the only place where the metric property is used. Assuming that these invariants hold, we analyze the performance of the algorithm.

(13) implies that the algorithm runs as long as $\Phi_i < 1/3$. In other words, the algorithm stops after $\mu \leq \frac{1}{\log_3(2/3 + 1)}$ phases.

Next, we analyze the running time of the algorithm. In phase $i$, Phase-Match takes $O(n_i^2\kappa_i) = O(n^{\frac{3}{2}}n^{\epsilon}n^{2-2\epsilon})$ time. Since $\varphi_i - 2\Phi_i = 3'i\delta - 2\frac{3'i\delta - 1}{2} = \delta$, the Phase-Match procedure in phase $i$ runs in $O(n^{2+\delta}/\epsilon)$ time. Plugging $\mu = O(\log(1/\delta))$ and $\epsilon = \frac{1}{2\log_3(1/\delta)}$, the overall running time of the algorithm is $O(n^{2+\delta}/\log(1/\delta))$.

The following lemma, which bounds the cost of the matching computed by the algorithm, follows from (11), (12), and the value of $\mu$.

**Lemma 3.2.** Let $M$ be the final matching computed by the algorithm, then $\omega(M) = O(1/\delta^\alpha) \cdot \omega(M^*)$, where $\alpha = \log_32 \approx 0.631$.

**Proof.** Using the invariant (11),

$$\omega(M) = \sum_{i=0}^{\mu} \omega(M_i) \leq (1 + \epsilon)\sum_{i=0}^{\mu} \omega(M_i^*).$$

By applying (12) repeatedly, we obtain

$$\omega(M_i^*) \leq 2'(1 + \epsilon)^i\omega(M_0^*) = 2'(1 + \epsilon)^i\omega(M^*).$$

Hence,

$$\omega(M) \leq (1 + \epsilon)\omega(M^*) \sum_{i=0}^{\mu-1} 2'(1 + \epsilon)^i \leq (1 + \epsilon)(2(1 + \epsilon))^\mu \omega(M^*).$$

Since $\mu \leq \frac{1}{\log_3(2/3 + 1)}$ and $\epsilon = \frac{1}{2\log_3(1/\delta)}$, $(1 + \epsilon)^\mu = O(1)$ and $2\mu = O(1/\delta^\alpha)$, where $\alpha = \log_32$. Hence, $\omega(M) = O(1/\delta^\alpha)\omega(M^*)$. \[\square\]

We now prove invariants (11)–(13). We first note that $d_i(\cdot, \cdot)$ is not an exact scaled version of $d(\cdot, \cdot)$ because of the ceiling operator in (6). Nevertheless, we can prove the following properties for $d_i(\cdot, \cdot)$.

**Lemma 3.3.** (i) For any $i \geq 0$, $d_i(\cdot, \cdot)$ is a metric.
(ii) For $i \geq 1$, $d_i(a, b) \geq \frac{\delta}{2}$ for any $(a, b) \in A_i \times B_i$.
(iii) For any $i \geq 1$, there is a scaling factor $\sigma_i$ such that

$$1 - \epsilon/3 \sigma_i d_i(a, b) \leq d(a, b) \leq \sigma_i d_i(a, b).$$
Proof. (i) Suppose $d(\cdot, \cdot)$ is a distance function that satisfies triangular inequality, i.e., for any three points $a, b$, and $c$, \(d(a, b) + d(b, c) \geq d(a, c)\). This inequality continues to hold if we multiply it by a parameter $k \in \mathbb{R}$ and take the ceiling, so we get
\[
[kd(a, b)] + [kd(b, c)] \geq [kd(a, c)].
\]
(7)

Part (i) can be proved by induction on $i$. For $i = 0$, set $k = \frac{1}{2\epsilon}$ and $d(\cdot, \cdot)$ to $d(\cdot, \cdot)$, and we have $d_i(\cdot, \cdot)$ satisfying triangle inequality. Assume $d_{i-1}(\cdot, \cdot)$ satisfies triangle inequality. Setting $k = \frac{1}{2(1+\epsilon)n^{w\sigma_i}}$, and $d(\cdot, \cdot) = d_{i-1}(\cdot, \cdot)$, we have $d_i(\cdot, \cdot)$ satisfying triangle inequality.

(ii) If the algorithm does not terminate in phase $i$, then phase $i$ runs for $\frac{20}{\epsilon^2}n^{w_i}$ iterations, so for any $(a, b) \in A_i^F \times B_i^F$, Lemma 3.1(iii) implies that
\[
y_i(a) + y_i(b) = \frac{30}{\epsilon^2}n^{w_i} \leq d_i(a, b) + 1
\]
or $d_i(a, b) \geq \frac{30}{\epsilon^2}n^{w_i} - 1$. But
\[
d_{i+1}(a, b) \geq \frac{d_i(a, b)}{2(1+\epsilon)n^{w_i}} \geq \frac{30}{2(1+\epsilon)^2} - 1 \geq \frac{6}{\epsilon^2}
\]
The last inequality follows since $\epsilon = \frac{1}{\log(1+\sigma)} \leq 1/2$.

(iii) By ignoring the ceiling operator in (6), we only decrease the value of $d_i(\cdot, \cdot)$, so using (6) repeatedly, we obtain
\[
1/\sigma_i \cdot d(a, b) \leq d_i(a, b)
\]
where, $\sigma_i = \frac{\omega(2(1+\epsilon)^2)}{n^{w_i}}$. On the other hand,
\[
d_i(a, b) \leq \frac{1}{2(1+\epsilon)^2}d_{i-1}(a, b) + 1
\]
Unraveling the recurrence and following a straight-forward, albeit somewhat tedious, calculation, we obtain
\[
d_i(a, b) \leq \frac{d(a, b)}{\sigma_i} + 2
\]
Now using part (ii) of the lemma, we obtain
\[
(1 - \epsilon/3)\sigma_i d_i(a, b) \leq d(a, b) \leq \sigma_i d_i(a, b).
\]
\[\square\]

**Corollary 3.4.** For $i \geq 1$, Let $M$ and $M'$ be two (possibly partial) matchings of $A_i, B_i$.

(i) If $M$ is a perfect matching, then $u(M, d_i) \geq \frac{6}{\epsilon^2}n_i$.

(ii) $u(M, d_i) \leq u(M, d_i) + (1 - \epsilon/3)u(M', d_i)$

Now, we are ready to prove the invariants (11)-(13).

**Proof of (11):** For every edge $(a, b) \in M_i$, $y(a) + y(b) = d_i(a, b)$ and for every free vertex $v$ of $A_i \cup B_i$, $y(v) \geq 0$, therefore,
\[
u(M_i, d_i) \leq \sum_{v \in A_i \cup B_i} y(v).
\]
For every edge $(a, b) \in M_i^*$, $y(a) + y(b) \leq d_i(a, b) + 1$. Every vertex of $A_i \cup B_i$ is incident on exactly one edge of $M_i^*$, so
\[
\sum_{v \in A_i \cup B_i} y(v) \leq \sum_{(a, b) \in M_i^*} d_i(a, b) + n_i \leq u(M_i^*, d_i) + n_i.
\]
(12)

Consequently,
\[
u(M_i, d_i) \leq u(M_i^*, d_i) + n_i.
\]
(13)

We prove (11) for cases $i = 0$ and $i > 0$ separately:

(i) **Case $i = 0$:** From (13), we have $u(M_0, d_0) \leq u(M^*, d_0) + n$. Since $d_0(a, b) = \left[\frac{20(a, b)}{\epsilon^2}\right]$ and $\omega \leq u(M^*)$, we obtain the following inequalities:
\[
u(M_n, d_0) \leq \sum_{(a, b) \in \mathcal{M}^*} \left(\frac{2n}{\epsilon^2}d(a, b) + 1\right) + n
\]
\[
u(M_0, d_0) \leq \frac{2n}{\epsilon^2}u(M^*) + 2n_1.
\]
(14)

Combining (14) and (15) and using $\omega \leq u(M^*)$, we have
\[
u(M_0) \leq u(M^*) + \omega \leq (1 + \epsilon/4)u(M^*).
\]
(15)

(ii) **Case $i > 0$:** From (13) and Corollary 3.4 (i), we get
\[
u(M_i, d_i) \leq u(M_i^*, d_i) + n_i \leq (1 + \epsilon/6)u(M_i^*, d_i).
\]

Finally, by Corollary 3.4 (ii),
\[
u(M_i) \leq \frac{1 - \epsilon/6}{1 - \epsilon/3}u(M_i^*) \leq (1 + \epsilon)u(M_i^*, d).
\]

**Proof of (12):** $M \oplus M_i^*$ is a set of alternating cycles and a set $P$ of vertex-disjoint augmenting paths. Each path in $\mathcal{P}$ connects a free vertex of $B_i$ to a free vertex of $A_i$, i.e., $|\mathcal{P}| = n_{i+1}$. Using (11),
\[
\sum_{P \in \mathcal{P}} \sum_{(a, b) \in P} d(a, b) = u(M_i) + u(M_i^*) \leq (2 + \epsilon)u(M_i^*).
\]

Recall that $d(\cdot, \cdot)$ satisfies the triangle inequality, so if the endpoints of a path $P_i \in \mathcal{P}$ are $(a_j, b_j) \in A_i \times B_i$, then $d(a_j, b_j) \leq \sum_{(a, b) \in P_j} d(a, b)$. Hence,
\[
u(M_{i+1}, d) \leq \sum_{P \in \mathcal{P}} \sum_{(a, b) \in P} d(a, b) \leq (2 + \epsilon)u(M_i^*, d).
\]

**Proof of (13):** We claim that
\[
u(M_i^*, d_i) \leq \frac{5}{\epsilon^2}n^i_{1-\Phi_i}.
\]
(16)

Suppose this claim is true. Then $n_i \leq n^{1-\Phi_i}$ because $u(M_i^*, d_i) \geq \frac{6}{\epsilon^2}n_i$, by Corollary 3.4 (i).

It thus suffices to prove the above claim, which we prove by induction on $i$. For $i = 0$, $d_0(a, b) - 1 \leq \frac{20}{\epsilon^2}d(a, b)$. Since $\omega \geq u(M^*)/2$ we have,
\[
u(M_0, d_0) - n \leq \frac{2n}{\epsilon^2}u(M_0) \leq \frac{2n}{\epsilon^2}u(M^*, d) \leq \frac{4n}{\epsilon^2}.
\]
Therefore, $u(M_0^*, d_0) \leq \frac{5}{\epsilon^2}n^1_{1-\Phi_{i-1}}$.

By induction hypothesis, assume that
\[
u(M_{i-1}^*, d_{i-1}) \leq \frac{5}{\epsilon^2}n^{i-1}_{1-\Phi_{i-1}}.
\]
Using (11), (12), (6) and Corollary 3.4(ii), we can write
\[ w(M'_i, d_{i-1}) \leq 2 + \epsilon \varepsilon^{-1/3} w(M_{i-1}, d_{i-1}) \leq 2(1 + \epsilon) \varepsilon^{-1/3} n^{2-\phi_{i-1}}; \]
the last inequality follows because \( \varepsilon \leq 1/2 \). On the other hand, by Lemma 3.3(ii),
\[ (1 - \varepsilon/6)d_i(a, b) \leq d_i(a, b) - 1 \leq \frac{d_{i-1}(a, b)}{2(1 + \varepsilon)n^{2-\phi_{i-1}}}. \]
Therefore
\[ d_i(a, b) \leq \frac{d_{i-1}(a, b)}{2(1 + \varepsilon)n^{2-\phi_{i-1}}}. \tag{18} \]
Combining (17) and (18),
\[ w(M'_i, d_i) \leq \frac{5}{\varepsilon} n^{1-\Phi_{i-1}-\phi_{i-1}} = \frac{5}{\varepsilon} n^{1-\Phi_i}, \]
as desired. Finally, to guess the value of \( \omega \), we compute an \( n \)-approximate matching of \( A \) and \( B \) in \( O(n^2) \) time [30]. Let \( \Theta \) be the cost of the matching, then we run the above algorithm with \( \omega = \Theta/2^i \), for all \( 1 \leq i \leq \lceil \log_2 n \rceil \), and choose the minimum-cost matching among them. Since one of these values of \( \omega \) lies in the range \( [w(M'_i)/2, w(M'_i)] \), we obtain the following.

**Theorem 3.5.** Let \( A, B \) be two point sets of size \( n \) each in a metric space such that the distance between any two points of \( A \) and \( B \) can be computed in \( O(1) \) time, and let \( \delta \in (0, 1/3) \) be a constant. Then an \( O(1/\delta^3) \)-approximate matching of \( A, B \) can be computed in \( O(n^{2+\delta} \log n \log^2(1/\delta)) \) time, where \( \alpha = \log_2 2 \approx 0.631 \).

### 4. ANN DATA STRUCTURE BASED ALGORITHM

In this section, we present a more efficient algorithm by adapting the algorithm described in Section 3 and using a dynamic data structure for answering approximate nearest-neighbor (ANN) queries. Given two parameters, \( 0 \leq \delta \leq 1/3 \) and \( 0 < \varepsilon < 1 \), it computes an \( O(1/\delta^3) \)-approximate matching, for \( \alpha = 1 + \log_2(1 + \varepsilon) \), in \( O(n^{1+\delta} \tau(n, \varepsilon) \log^2(n/\varepsilon)) \), where \( \tau(n, \varepsilon) \) is the update and query time of an \( \varepsilon/2 \)-approximate nearest neighbor (\( \varepsilon/2 \)-ANN) data structure.

We will now use the notion of \( \varepsilon \)-relaxed matching described in Section 2, instead of 1-feasible matching. Given an \( \varepsilon \)-relaxed matching \( M \), we call an edge \( (a, b) \in A \times B \) strongly eligible if \( (a, b) \in M \) (in which case \( y(a) + y(b) = \bar{d}(a, b) \)) or \( (a, b) \notin M \) and \( y(a) + y(b) < \bar{d}(a, b) + \lceil \bar{d}(a, b) \rceil \). We call \( (a, b) \notin M \) weakly eligible if \( \bar{d}(a, b) < y(a) + y(b) < \bar{d}(a, b) + \lceil \bar{d}(a, b) \rceil \). Given \( M \), let \( \Sigma \) (resp. \( \Omega \)) be the set of all strongly (resp. weakly) eligible edges of \( A \times B \).

We call a graph \( G = (A \cup B, \varepsilon) \) an \( \varepsilon \)-eligible graph if \( \Sigma \subseteq \varepsilon \) and \( \varepsilon \subseteq \Sigma \cup \Omega \), i.e., \( \varepsilon \) contains all strongly eligible edges and possibly some of the weakly eligible edges; an edge that is not weakly or strongly eligible is not in \( \varepsilon \). Note that \( G \) is not unique as we do not specify which of the weakly eligible edges should be in \( G \). We also note that we do not construct \( G \) explicitly. Instead, we will be relying on a data structure to explore an \( \varepsilon \)-eligible graph.

**Algorithm.** The structure of the overall algorithm is the same as in Section 3, we just change some of the parameters. In particular, in the beginning of phase \( i \), for \( i \geq 0 \), we have sets \( A_i \) and \( B_i \) of \( n_i \) points each and a matching \( M_i \) of \( A \setminus A_i \) and \( B \setminus B_i \). We set the threshold of \( n_i \) to \( n_i^{1/3} \) instead of \( n_i^{2/3} \), i.e., if \( n_i < n_i^{1/3} \) we execute the Hungarian algorithm to compute an optimal matching of \( A_i, B_i \), which takes \( O(n_i^3) = O(n) \) time. So assume \( n_i \geq n_i^{1/3} \). We set the distance function in phase \( i \) to be \( d_i(\cdot, \cdot) \) as defined in (6) except that we set \( \varphi_i = 2\varepsilon \) (instead of \( 3\varepsilon \)).

Suppose we have a data structure, which we describe later, that given an \( \varepsilon \)-relaxed matching \( M \) and weights \( y(v) \) for all \( v \in A_i \cup B_i \), maintains a set \( K \subseteq A_i \) and supports the following two operations:

- **DELETE** \( a \): Deletes \( a \) from \( K \).
- **ELIGIBLE** \( b \): Given a point \( b \in B_i \), if there is a strongly eligible edge incident on \( b \) whose other end-point is in \( K \), it returns an edge \( (a, b) \) with \( a \in K \) and \( (a, b) \in \Sigma \cup \Omega \), i.e., \( (a, b) \) is strongly or weakly eligible. If no strongly eligible edge is incident upon \( b \), the procedure either returns NULL or an edge \( (a, b) \in \Omega \) with \( a \in K \).

Let \( \tau(n_i, \varepsilon) \) be the time taken by each of these two operations. The data structure can be constructed in \( O(n, n\tau(n_i, \varepsilon)) \) time.

The Phase-Match procedure also has the same structure as in Section 3, except that we use the above data structure to compute augmenting paths. Phase-Match works in stages and computes a \( (\varepsilon/2) \)-relaxed matching \( M \) of \( A_i \) and \( B_i \). We set \( \kappa_i = \frac{3n_i \varphi_i}{\varepsilon} \), where \( \varphi_i = 2\varepsilon \). In the beginning of each phase, we have sets \( A_i^0 \subseteq A_i, B_i^0 \subseteq B_i \) of free vertices, and we build the above data structure on \( A_i \). Each stage again consists of three steps. We describe the modifications to the other two steps.

(i) **Finding augmenting paths.** As before, we construct a maximal set of vertex-disjoint augmenting paths \( P \) of edges that are strongly or weakly eligible – the paths are maximal in the sense that no additional augmenting path composed of only strongly eligible edges exists. We compute \( P \) by doing a depth first search from the free vertices of \( B_i \). Suppose we are currently at a vertex \( b \in B_i \), then we call **ELIGIBLE** \( (b) \) to find a vertex \( a \in A_i \) that can be reached from \( b \) using a strongly or weakly eligible edge. If we visit a vertex \( a \in A_i \), we delete \( a \) from the data structure. We omit the details from here.

The total time spent by the procedure is \( O(n, n\tau(n_i, \varepsilon)) \). Let \( T \subseteq A_i \) and \( S \subseteq B_i \) be all the points that are visited by this step.

(ii) **Augmentation step.** We augment along every path of \( P \). The only difference is that, for every path \( P \in P \), we decrease the dual weights of points in \( B \cap P \) so that every new edge \( (a, b) \) added to the matching satisfies \( y(a) + y(b) \leq \bar{d}(a, b) \). Since any edge \( (a, b) \in P \) that is not in the matching is either weakly or strongly eligible, it satisfies \( y(a) + y(b) < \bar{d}(a, b) \). Therefore, the reduction of the dual weight is at least 1. Total time taken by this step is \( O(n_i) \).

(iii) **Dual-adjustment step.** Increase the dual weight of every point in \( S \) by 1, and reduce the dual weight of every point in \( T \) by 1.

This completes the description of Phase-Match. Each stage of the algorithm runs in \( O(n_i \tau(n_i, \varepsilon)) \) time, so the total time for each phase is \( O(n_i \kappa_i \tau(n_i, \varepsilon)) \).

**Analysis.** The following variant of Lemma 3.1 now holds:

**Lemma 4.1.** (i) The matching \( M \) is always \( (\varepsilon/2) \)-relaxed.

(ii) At the end of the augmentation step in each stage, there
We now analyze the performance of the algorithm. The invariants (11)–(13) of Section 3 still hold but \( \Phi = \sum_{i=0}^{n} \varphi_i = (2^l - 1) \delta \). Following the same analysis as in Section 3, we obtain that the algorithm stops within \( \mu = \log_2(2/3\delta + 2) \) phases, and the phase \( i \) takes \( O(n, \tau(n, \varepsilon), \varepsilon) \). Summing over all phases, the total running time is \( O \left( \frac{\log^2(n^{1+\delta})}{\varepsilon^{1+\delta}} \log(1/\delta) \right) \). The same argument as in Lemma 3.2 shows that if \( M \) is the final matching computed by the algorithm, then \( \psi(M) \leq O \left( \frac{1}{\delta^2} \right) \omega(M) \) where \( \alpha = 1 + \log_2(1+\varepsilon) \). Again, we guess the value of \( \omega \) as in Section 3.

**Data structure.** We now describe the data structure used by Phase-Match algorithm. It uses, as a black-box, a data structure to answer approximate nearest-neighbor (ANN) queries for \( d(\cdot, \cdot) \). As proved in [30], an ANN data structure for \( d(\cdot, \cdot) \) can also answer queries under \( d_i(\cdot, \cdot) \) — i.e., the ceiling operator can be ignored. So, we assume that we have an ANN data structure on \( d(\cdot, \cdot) \) and that it can answer a query and delete a point in \( \tau(n, \varepsilon) \) time.

For two integers \( i, j \), \( i \leq j \), we use \( [i : j] \) to represent all integers between \( i \) and \( j \) as well as \( [i : j] \) as an interval. Two intervals \( X = [i_1 : j_1] \) and \( Y = [i_2 : j_2] \) with \( i_2 \geq i_1 \) are called \( \rho \)-well separated (or simply well-separated) if \( [i_1 : j_1] \cap [i_2 : j_2] = \emptyset \) and \( j_1 - i_1, j_2 - i_2 \leq \rho (i_2 - j_1) \). We refer to \( j_1 - i_1 \) as the length of \( X \). A family \( \mathcal{I} = \{X_1, Y_1, X_2, Y_2, \ldots, X_n, Y_n\} \) of pairs of intervals, with \( X_i \) lying to the left of \( Y_i \), where \( X_i = [x_i : x_i'] \) and \( Y_i = [y_i : y_i'] \) is called a \( \rho \)-well separated pair decomposition of \( [0 : N] \) if

(i) Each \( X_i \) and \( Y_i \) is a \( \rho \)-well separated pair, and

(ii) for any pair \( x, y \in [0 : N] \), with \( x < y \), there is an index \( i \) such that \( x \in X_i \) and \( y \in Y_i \).

This is the 1-dimensional version of the general well-separated pair decomposition of a point set; see [19, Chapter III]. A standard binary decomposition can generate such that \( (a, b) = O(N/\rho) \) and \( (b, c) \) for any integer \( x \in [0 : N] \), there are \( O(n^2 \log n) \) pairs in \( N \) such that \( x \) is contained in one of the two intervals in the pair.

Suppose \( K \subseteq A_i \) is the set of \( m \) points on which we wish to build the data structure. We set \( \rho = \varepsilon/10 \) and \( N = 5n \) (it can be shown that the maximum absolute value of any dual weight is at most \( 5n \)), and construct, in \( O(n/\varepsilon^2 \log(n/\varepsilon)) \) time, a WSFP \( \mathcal{I} = [0 : N] \). For every pair in \( (X_i, Y_i) \in \mathcal{I} \), let \( K_i = \{a \in A_i \mid d(a, b) \in X_i\} \); recall that dual weights of all points are non-positive but we consider their absolute values. For every \( i \), we maintain a dynamic \((\varepsilon/2)\)-ANN data structure on \( K_i \). Let \( \tau(m, \varepsilon) \) be the query and update time of this data structure. DELETE operation is straightforward and takes \( \tau(m, \varepsilon) = O(\varepsilon^{-2} \log(n/\varepsilon) \tau(m, \varepsilon)) \) time. ELIGIBLE(b) works as follows: Identify all pairs \( (X_i, Y_i) \) such that \( y(b) \in Y_i \). Let \( Q \subseteq I \) be this set. For each pair in \( (X_i, Y_i) \in Q \), retrieve an \((\varepsilon/2)\)-ANN \( a_i \) of \( b \) from the corresponding ANN data structure. If the edge \((a_i, b)\), for any of these retrieved \( a_i \)’s is weakly or strongly eligible, the procedure returns \( a_i \) and NULL otherwise. The time taken by the procedure is \( O(\varepsilon^{-1} \log(n/\varepsilon) \tau(m, \varepsilon)) \).

The following lemma establishes the correctness of ELIGIBLE procedure.

**Lemma 4.2.** ELIGIBLE(b) returns NULL only when there are no strongly eligible edges of the form \((a, b)\) where \( a \in K \).

**Proof.** Suppose ELIGIBLE(b) returns NULL and there is a strongly eligible edge incident on \( b \). Let \( (a, b) \) be this edge, i.e., \( y(a) + y(b) = d_i(a, b) + [\tau(a, b)] \). Since \( y(a) \leq 0 \), we can write this as

\[
|y(b) - y(a)| \geq (1 + \varepsilon)|d_i(a, b)|. \tag{19}
\]

By property (i) of \( \mathcal{I} \) and since \( |y(a)|, |y(b)| \) are integers at most \( N \), there is a pair \((X_i, Y_i) \in \mathcal{I}\) such that \( |y(a)| \in X_i, |y(b)| \in Y_i \). Since \( X_i \) and \( Y_i \) are \((\varepsilon/10)\)-well separated, the length of \( X_i \) (resp. \( Y_i \)) is at most \( (\varepsilon/10)(|y(b)| - |y(a)|) \leq (1 + \varepsilon)(\varepsilon/10)|d_i(a, b)| \leq (\varepsilon/5)|d_i(a, b)| \). Consider the corresponding ANN data structure for \( K_i \) and observe that \( a \) is in this data structure. Let \( a' \) be the \((\varepsilon/2)\)-approximate nearest neighbor of \( b \) returned by the ANN data structure. Then \( d_i(a', b) \leq (1 + \varepsilon/2)|d_i(a, b)| \). Since our procedure returns NULL, \((a', b)\) is not eligible and therefore

\[
|y(b)| - |y(a')| \leq |d_i(a', b)| \leq (1 + \varepsilon/2)|d_i(a, b)| \\
|y(b) - y(a)| \leq (1 + \varepsilon/2)|d_i(a, b)|
\]

or \( |y(a')| - |y(a)| \geq (\varepsilon/2)|d_i(a, b)| \) which is a contradiction of the fact that the length of interval \( X_i \) that contains the \( |y(a)|, |y(a')| \) is \( (\varepsilon/10)|d_i(a, b)| \).

Putting everything together, we obtain the following.

**Theorem 4.3.** Given two point sets \( A \) and \( B \) of size \( n \) each, a metric \( d(\cdot, \cdot) \) that can be evaluated in \( O(1) \) time, two parameters \( \varepsilon, \delta \in (0, 1) \), and an ANN data structure under \( d(\cdot, \cdot) \), an \((1/\delta^2)\)-approximate matching of \( A \) and \( B \) can be computed in \( O(\varepsilon^{-2} \log(n/\varepsilon) \log^2(n/\varepsilon) \log(1/\delta)) \) time, where \( \alpha = 1 + \log_2(1+\varepsilon) \) and \( \tau(n, \varepsilon) \) is the query and update time of an \((\varepsilon/2)\)-ANN data structure.

Using existing dynamic data structures for ANN queries, we obtain the results mentioned in Introduction for geometric settings. Because of lack of space, we omit the details from here.

5. MATCHING WITH ANN UNDER AN ARBITRARY COST FUNCTION

We now present an algorithm to compute a \((1+\varepsilon)\)-approximate matching for any cost function \( d(\cdot, \cdot) \), provided we have a data structure that can answer \( \varepsilon/\alpha\)-ANN queries under \( d(\cdot, \cdot) \) in \( \tau(n, \varepsilon) \) time, for some \( \alpha > 1 \). While this algorithm is slower than the one presented in Section 4, it does not require the metric assumption on \( d(\cdot, \cdot) \) and the approximation factor is much smaller.

At a high level, this algorithm can be viewed as the execution of the phase 0 of the algorithm of Section 4, but instead of running it for at most \( 2^{2\varepsilon/n} \) stages, we let it run for \( \sqrt{n} \) stages. When the algorithm stops, it has computed, in \( O(\varepsilon^{-2} \log^2(n, \varepsilon) \log(n)) \) time, a partial \((\varepsilon/2)\)-relaxed matching \( M_1 \) of \( A \) and \( B \) so that only \( O(\sqrt{n}) \) points of \( A \) and \( B \) are free — this is similar to a number of previous algorithms; see e.g. [14, 20, 30]. For the remaining \( O(\sqrt{n}) \) free points, unlike Section 4, we do not commit \( M_1 \). Instead we iteratively compute augmenting paths using Hungarian search, starting
with $M_1$, and compute a perfect $(\varepsilon/2)$-relaxed matching $M$ of $A$ and $B$. By Lemma 2.1, $M$ is an $\varepsilon$-approximate matching of $A, B$.

In the rest of the section, we focus on the Hungarian search procedure. At each stage, it takes a partial $(\varepsilon/2)$-relaxed matching and its dual weights as input, adjusts the dual weights and computes an augmenting path consisting only of strongly and weakly eligible edges. The search procedure maintains an alternating tree consisting of eligible edges rooted at the free vertices of $B$. Let $S$ be the set of points of $B$ that are in the alternating tree and $T$ be the set of points of $A$ that are not in any alternating tree constructed so far. Initially $S = B^T$ and $T = A$ (or $A \setminus T = \emptyset$). For simplicity, with a slight abuse of notation, we use $d(\cdot, \cdot)$ to denote $d_\omega(\cdot, \cdot)$.

For a pair $(a, b) \in A \times B$, let $\xi(a, b) = d(a, b) - y(a) - y(b)$. Due to $\varepsilon/2$-relaxed conditions, $\xi(a, b) \geq -((\varepsilon/2)d(a, b)$.

We define a weaker notion of a $(\varepsilon/2)$-relaxed $BCP$ (or $\varepsilon$-BCP for brevity), which is sufficient for our algorithm. A pair $\bar{a} \in T$ and $b \in S$ is called a $\varepsilon$-BCP if $\xi(\bar{a}, b) \leq \xi(a, b) + \delta d(a, b)$ for any pair $(a, b) \in S \times T$. We describe a data structure which uses an $(\varepsilon/8)$-ANN data structure maintains an $\varepsilon$-approximate $BCP$ under the following three operations, each of which takes $\tau(n, \varepsilon)$ time.

(i) INSERT$(b)$: Insert a weighted point $b$ with weight $y(b)$ to $S$.

(ii) DELETE$(a)$: Delete a point $a$ from $T$.

(iii) WT-UPDATE$(\Delta)$: For each point $b \in S$, set its weight $y(b) = y(b) + \Delta$.

For our algorithm, we set up $\delta = \varepsilon/2$. Using an $(\varepsilon/2)$-BCP data structure, we execute Hungarian search as follows: Let $(\bar{a}, \bar{b})$ be the pair maintained by the data structure. There are two cases: First, if $\xi(\bar{a}, \bar{b}) \leq 0$, then $(\bar{a}, \bar{b})$ is weakly eligible, and we add $(\bar{a}, \bar{b})$ to the alternating tree and remove $\bar{a}$ from $T$. If $\bar{a}$ is unmatched, we have found an augmenting path and the search terminates. Otherwise, let $(\bar{a}, \bar{b})'$ be the edge in the current matching. We add $(\bar{a}, \bar{b})$ to the alternating tree, add $\bar{b}$ to $S$, and remove $\bar{a}$ from $T$.

Next, if $\xi(a, b) > 0$, i.e., $(a, b)$ is not eligible, we set the dual weight of every point $b \in S$ to $y(b) = y(b) + \xi(a, b)$ and the dual weight of every point $a \in A \setminus T$ to $y(a) = y(a) - \xi(a, b)$. We update the weights in the data structure using the WT-UPDATE procedure. After this step $(\bar{a}, \bar{b})$ is weakly eligible, and we proceed as above.

Following the proofs of [1, 30, 32], it can be shown that the search grows alternating tree without violating the $(\varepsilon/2)$-relaxed constraints and terminates when an augmenting path is found. Omitting the details, we conclude that the time spent in computing all $O(\sqrt{n})$ augmenting path is $O(n^{3/2} \tau(n, \varepsilon))$.

Recall that the phase 0 of the algorithm described in Section 4 assumes that we have a value $\omega \in [w(M^*)/2, w(M^*)]$. Let $\Delta = \max_{a \in A, b \in B}$, where the maximum and minimum are taken over all distinct pairs of $A \times B$, is the spread of $A \times B$.

Since points in $A \times T$ do not participate in computing $\bar{a}$ and $\bar{b}$, we can update their dual weights at the end of the search procedure. The total time taken for this step would be $O(n)$. Then we run the above algorithm $O(\log \Delta)$ different choices of $\omega$ and choose the minimum-cost matching among them. Putting everything together, the total running time of the algorithm is $O(n^{3/2} \tau(n, \varepsilon) \log \Delta)$.

**BPC data structure.** We now describe the data structure for maintaining a $\varepsilon$-BCP of $S$ and $T$ under the operations (i)-(iii). For a weighted point $q \in A \cup B$ and for a subset $P \subset A \cup B$, we define a $\delta$-approximate weighted nearest neighbor (or $\delta$-WNN) in $P$ to be a point $p \in Q$ such that $\xi(q, p) \leq \min_{p \in P} \xi(p, q) + \delta d(p, q)$. The heart of our data structure is a dynamic data structure for answering $\delta$-WNN queries on a subset of $S$ or $T$. For now suppose we have such a data structure. Epstein [10] has described a data structure for maintaining the BCP of two point sets under insertion and deletion of points, under any given distance function provided that there is a data structure for answering the nearest-neighbor queries under that distance function. It basically maintains a set $\mathcal{C}$ of $O(n \log n)$ candidate pairs of points for bi-chromatic closest pair (BCP), using a dynamic data structure for nearest-neighbor queries. It can be shown that if we plug our data structure for answering $\delta$-WNN queries, then the data structure can be adapted in a straightforward manner to maintain a $\delta$-BCP. In particular, if the query and update time of $\delta$-WNN data structure on a set of $m$ points is $O(\varphi(m, \delta))$, then $\delta$-BSP of $S \times T$ can be maintained in $O(\varphi(n, \delta)^2 \log^2 n)$ time. We omit the details from this version.

**XXX Details of the data structure.** Here we describe the data structure, and the description of the update procedures is given in Appendix. We begin by defining the notion of ordered $\varepsilon$-nearest neighbor, introduced in [10]. For two point sets, $P$ and $Q$, its ordered weighted $\varepsilon$-ANN is a sequence of points $(p_1, q_1, p_2, q_2, \ldots)$ such that $p_1$ is an arbitrary point $P$, $q_i$ is a weighted $\varepsilon$-ANN of $p_i$ in $Q \setminus \{q_1, q_2, \ldots, q_{i-1}\}$, and $p_{i+1}$ is a weighted $\varepsilon$-ANN of $q_i$ in $P \setminus \{p_1, \ldots, p_{i-1}\}$, for $i \geq 1$. The sequence ends when one of $P$ and $Q$ becomes empty; here the weight of a point is its dual weight. Set $\mathcal{C}(P, Q) = \{(p_i, q_i), (q_i, p_{i+1}) | i \geq 1\}$.

In [10], we partition $S \cup T$ into $\lceil \log_2 m \rceil$ layers, where layer $i$, for $i \geq 0$, contains at most $2^i$ points. Let $S_i \subseteq S$, $T_i \subseteq T$ be the sets of points in layer $i$. For each layer $i$, we construct the set $\mathcal{C}_i = \mathcal{C}(S_i, T_i) \subseteq \mathcal{C}(S, T)$. Set $\mathcal{C} = \bigcup_{i \geq 0} \mathcal{C}_i$. It can be verified that $\min_{a,b} \xi(a, b) \leq \xi(a^*, b^*) + \varepsilon d(a^*, b^*)$ for all points $a, b \in S_i \cup T_i$. We maintain a weight $y(v)$, which does not change until layer $i$ is reconstructed. We also maintain an offset $\Delta_i$ for layer $i$: $y(v) = \tilde{y}(v) + \Delta_i$ for all $v \in S_i$ and $y(v) = \bar{y}(v)$ for all $v \in T_i$. Remember that the weight of a point in $T$ does not change. Since the value $\xi(a, b)$ for a pair $(a, b) \in \mathcal{C}$ can change over time, we use the proxy-value technique used by Vaidya [32] and others [1, 30], mentioned above, so that $\arg\min_{a,b} \xi(a, b)$ can be maintained using a priority queue; we omit the details from here and just assume that insert, delete, delete-min, and WT-UPDATE operations on $\mathcal{C}$ can be performed in $O(\log n)$ time. Finally, to compute the lists $\mathcal{C}(S_i, T)$ and $\mathcal{C}(T_i, S)$, for each $i$, we construct WSPD 1 of $[0 : 5n/\varepsilon]$, as in Section 4. For each pair $(X_i, Y_i)$ in $\mathcal{C}$ and for every integer $i \geq 0$, let $S_i^T = \{b \in S_i | \tilde{y}(b) \in Y_i\}$, $S_i^L = \{b \in S_i | \bar{y}(b) \in X_i\}$, $T_i^T = \{a \in T_i | \tilde{y}(a) \in Y_i\}$, $T_i^L = \{a \in T_i | \bar{y}(a) \in X_i\}$. We preprocess $S_i^L, T_i^T$ and $S_i^T, T_i^L$ separately.
$T_q$ each in separate data structures for answering unweighted $(\varepsilon/4)$-ANN queries, i.e., for point $q$, it returns a point $b$ of $S_i$ such that $d(q,b) \leq (1+\varepsilon/4) \min_{b \in S_i} d(q,b)$, and the same is true for the other three sets.

This completes the description of the data structure. Given a point $a \in T$ (resp. $b \in S$) and a layer $i$, its weighted $\varepsilon$-ANN in $S_i$ (resp. $T_i$) can be computed in $O(\varepsilon^{-1} \tau(n,\varepsilon) \log(n/\varepsilon))$ time. Using this as a subroutine, the set $C$ can be initially constructed in $O(\varepsilon^{-1} \tau(n,\varepsilon) \log(n/\varepsilon))$ time. The INSERT, DELETE, operations are similar to those in [10] and can be performed in $O(\varepsilon^{-1} \tau(n,\varepsilon) \log^4(n/\varepsilon))$ amortized time. Finally, WT-UPDATE procedure simply updates the off-set $\Delta$. Putting everything together we obtain:

**Theorem 5.1.** Given $G(A \cup B, A \times B)$ and a distance function $d(\cdot, \cdot)$ on the edges, for a parameter $0 < \varepsilon \leq 1$, a $(1+\varepsilon)$-approximate matching of $A$ and $B$ can be computed in $O(\varepsilon^{-1} n^{3/2} \tau(n,\varepsilon) \log^3(n/\varepsilon) \log \Delta)$ time, where $\tau(n,\varepsilon)$ is the query and update time of an $\varepsilon$-ANN nearest neighbor query, for some constant $c > 0$.
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