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Abstract. We present a new technique called STAR-tree, based on R*-tree, for indexing a set of moving points so that various queries, including range queries, time-slice queries, and nearest-neighbor queries, can be answered efficiently. A novel feature of the index is that it is self-adjusting in the sense that it re-organizes itself locally whenever its query performance deteriorates. The index provides tradeoffs between storage and query performance and between time spent in updating the index and in answering queries. We present detailed performance studies and compare our methods with the existing ones under a varying type of data sets and queries. Our experiments show that the index proposed here performs considerably better than the previously known ones.

1 Introduction

Motion is ubiquitous in the physical world. Several areas such as digital battlefields, air-traffic control, mobile communication, navigation system, geographic information systems, call for indexing moving objects so that various queries on them can be answered efficiently; see [13, 11] and the references therein. The queries might relate either to the current configuration of objects or to a configuration in the future — in the latter case, we are asking to predict the behavior based on the current information. In the last few years there has been a flurry of activity on extending the capabilities of existing database systems to represent moving-object databases (MOD) and on indexing moving objects; see, e.g., [8, 12, 13]. In this paper we propose a new indexing technique called spatio-temporal self-adjusting R-tree, referred to as STAR-tree for brevity, for indexing the trajectories of moving point objects so that range queries and their variants can be
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answered efficiently. Our technique is a natural extension of R*-tree [6] and is closely related to the index introduced by Saltenis [11]. Unlike the earlier techniques (e.g. [10,11]), we neither reconstruct the index periodically nor do we require the index to be updated frequently. Instead, the index maintains certain auxiliary information and updates itself locally to ensure that queries are answered efficiently. The index provides tradeoffs between the storage used and the query performance and between the time spent in updating the index and answering queries.

Section 2 states our model and summarizes the related work and the main contributions of this paper. Section 3 describes the indexing scheme, the events at which the index is updated, and the query and update procedures. Section 4 discusses experimental results. We conclude in Section 5 by summarizing our work and suggesting further directions.

2 Our Contributions and Related Work

Data model Let \( S = \{p_1, \ldots, p_n\} \) be a set of \( n \) points in \( \mathbb{R}^3 \), each moving independently. The position of a point \( p_i \) at time \( t \) is given by \( p_i(t) = (x_i(t), y_i(t), z_i(t)) \). We use \( \tilde{p}_i = \sum_{j} (p_i(t), t) \) to denote the graph of the trajectory of \( p_i \) in the \( xyt \)-space. We assume the trajectories to be piecewise-linear functions. The user is allowed to change the trajectory of a point at any time.

Queries The index we propose can be used to answer various types of both range queries and nearest neighbor queries, based on the current and future positions of the objects. We use the notation \( \text{now} \) to denote the current time. Specifically, we study the following three types of queries.

Q1. Given an axis-aligned rectangle \( R \) in the \( xy \)-plane and a time value \( t_q \geq \text{now} \), report all points of \( S \) that lie inside \( R \) at time \( t_q \), i.e., report \( S(t_q) \cap R \); see Figure 1 (a).

Q2. Given a rectangle \( R \) and two time values \( \text{now} \leq t_1 \leq t_2 \), report all points of \( S \) that lie inside \( R \) at any time between \( t_1 \) and \( t_2 \), i.e., report \( \bigcup_{t=t_1}^{t_2} (S(t) \cap R) \); see Figure 1 (b).

Q3. Given a rectangle \( R \) and two time values \( \text{now} < t_1 < t_2 \), report all points of \( S \) that lie inside \( R \) at any time between \( t_1 \) and \( t_2 \), i.e., report \( \bigcup_{t=t_1}^{t_2} (S(t) \cap R) \); see Figure 1 (c).

Q4. Given a rectangle \( R \) and a time value \( t_q \geq \text{now} \), report all points of \( S \) that lie inside \( R \) at time \( t_q \), i.e., report \( S(t_q) \cap R \); see Figure 1 (d).
**Q2'.** Given two orthogonal rectangles $R_1$ and $R_2$ and two time values $n \leq t_1 \leq t_2$, report all points of $S$ that lie inside $R(t)$ at any time between $t_1 \leq t \leq t_2$, where $R(t) = [(t - t_1)R_2 + (t - t_1)R_1]/(t_2 - t_1)$. That is, report $\bigcup_{t = t_1}^{t_2} (S(t) \cap R(t))$; see Figure 1 (c).

**Q3.** Given a query point $q \in \mathbb{R}^2$ and a time value $t_q \geq n$, an $\varepsilon$-approximate k-nearest neighbor query requires reporting $k$ points $p_1, \ldots, p_k \in S$ such that $d(q, p_i(t_q)) \leq (1 + \varepsilon)d(q, p_i(t_q))$, $1 \leq i \leq k$, where $p_i \in S$, $1 \leq i \leq k$, and $p_i(t_q), \ldots, p_k(t_q)$ are the $k$ nearest neighbors of $q$. In particular, for $\varepsilon = 0$ and $k = 1$ we obtain the nearest neighbor query over moving points; see Figure 1 (d).

*Previous work* One direction of research has been to index the trajectories of points, either directly, or by mapping them to higher dimensional points [10, 14]. This is not very efficient since trajectories do not cluster well. Moreover, if they are piecewise linear functions, they are mapped to very high dimensional points, further reducing the efficiency of the index. A second direction is to kinetize static indexing structures. The notion of kinetic data structures, introduced by Basch et al. [5], has led to several interesting results related to moving objects, including results on kinetic space partition trees (also known as cell trees) [2], and on maintaining the Voronoi diagram of a set of moving objects [9]. In the static case, the Voronoi diagram can be processed into a point-location data structure that efficiently answers nearest-neighbor queries. However, no efficient data structure is known for answering point-location queries in a planar subdivision that is continuously deforming. Agarwal et al. [1] developed an index that answers a Q2 query in optimal number of I/Os — provided that the queries arrive in chronological order. Since the index maintains as invariant the sorted order of points along one axis, the number of updates in the worst case is $\Omega(n^2)$.

To alleviate this problem, one can parametrize a structure such as the R-tree, which partitions the points but allows the bounding boxes associated with the children of a node to overlap. To expect good query efficiency, the areas of overlap and the areas of the bounding boxes must be small. Maintaining these properties over time is likely to be significantly less expensive than maintaining the stronger invariants that other indexes require. Moreover, the R-tree works correctly even when the overlap areas are too large, although in this case the query performance deteriorates. A kinetic index called TPR-tree, based on the R'-tree, was proposed by Saltenis et al. [11] to handle range queries over moving points. They parametrize the bounding boxes associated with nodes in the R'-trees follows. Since it is very expensive to maintain the minimum bounding box at all times, they provide a heuristic so that the coordinate of each vertex is a linear function of time. Although initially this heuristic gives a good approximation of the bounding box, it starts to deteriorate with time. To alleviate the problem, whenever the position of a point $p$ is updated, they recompute the boxes on the nodes along the path to the leaf at which $p$ is stored. Although these frequent updates keep the query time low, they have a large overhead.
Our results We present a spatio-temporal self-adjusting R-tree, called STAR for brevity, which is a fully dynamic, R*-tree-based indexing technique. Our approach is similar to TPR-trees, but we introduce the notion of self-adjusting to our index, which allows it to adapt itself without any input from the user, whenever the query performance deteriorates. Our index provides tradeoffs between various performance parameters. A user can specify the parameter that determines the quality of the parametrized bounding box stored at each node of the tree — a better parametrization requires more space. The index also provides a tradeoff between the time spent in self-adjusting the structure and the query performance.

3 Indexing Technique

In this section we describe our index STAR-tree. Although it works for points in any dimension, we focus on points in \( \mathbb{R}^2 \). We first describe the overall structure of the index and the algorithm for computing the parametrized bounding box at each node. We then describe the events at which the index is updated and the procedures for handling the events and for answering queries.

3.1 Overall structure

A STAR-tree is a B-tree \( T \) whose structure is similar to an R-tree. We will use \( T(t) \) to denote the tree at time \( t \). The points are stored in the leaves. More exactly, if the trajectory of a point \( p \) is a linear function \( p_i(t) = a_i + b_i t \), we store the coefficients \( a_i, b_i \in \mathbb{R}^2 \) at the leaf. For an internal node \( v \), let \( S_v(t) \) be the subset of points stored in the leaves of the subtree rooted at \( v \) at time \( t \). For each internal node \( v \), we store a pointer to each of its children \( w \) and a compact representation of a parametrized bounding box \( B_w(t) \) that contains all the points in \( S_w(t) \) for all \( t \geq \text{now} \). Let \( \text{MBB}_w(t) \) be the minimum bounding box containing \( S_w(t) \). For each \( t \geq \text{now} \), the bounding rectangle \( B_w(t) \) contains \( \text{MBB}_w(t) \). The quality of the approximation of \( B_w(t) \) to \( \text{MBB}_w(t) \) is controlled by a user-specified approximation factor \( \varepsilon \). The better the approximation, the larger the space needed to store \( B_w(t) \). Hence the fanout of the tree becomes smaller, since the total size of a node is fixed (e.g., the disk-block size). Our method allows a trade-off between the fanout of the tree and the approximation factor for the minimum bounding boxes of the nodes. We also maintain certain additional information at each node, to be described below, that determines when some of the nodes need to be reorganized.

We fix the initial time to \( t_{\text{start}} = 0 \). We start by bulk-loading a Hilbert R-tree based on the positions of the moving points at \( t_{\text{start}} \). We now describe the procedures for maintaining the bounding boxes at each node and for organizing the tree.
3.2 Computing the parametrized bounding box

For each node $v \in \mathcal{V}$, $B_v$ is parametrized as a piecewise-linear function. That is, we compute a sequence of intervals $S_v^x(\pi^x_i), S_v^y(\pi^y_j)$, along the $x$-axis, and a sequence of intervals $S_v^y(\pi^y_i), S_v^x(\pi^x_j)$, along the $y$-axis so that $S_v^y(\pi^x_i)$ contains the projection of the points in $S_v^y(\pi^y_i)$ along the $x$-axis, and $S_v^x(\pi^y_j)$ contains the projection of the points in $S_v^x(\pi^x_j)$ along the $y$-axis, for all $i, j$. Let $\tau_i \cup \tau_j$ be the set of boundary points in sorted order. Then for any $t \in (\tau_i, \tau_{i+1})$ the interval $\tau^x_v(t)$ obtained by linear interpolation from $\tau^x_v(\tau^x_i)$ and $\tau^x_v(\tau^x_{i+1})$ contains the projection of $S_v(t)$ along the $x$-axis; a similar result holds for the linearly interpolated interval along the $y$-axis. Hence, for any $t$, the box $B_v(t) = \tau^x_v(t) \times \tau^y_v(t)$ contains $MB_v(t)$. We discuss below how to compute the sequence $\tau^x_v(\tau^x_i), \tau^x_v(\tau^x_{i+1})$ so that for each $t$ the interpolated interval $\tau^x_v(t)$ is only slightly larger than the minimum length interval that contains the projection of $S_v(t)$ on the $x$-axis.

The computation of the sequence $\tau^y_v(\tau^y_i), \tau^y_v(\tau^y_{j+1})$ is similar. This will ensure that $B_v(t)$ is tight-fitting at any time $t$. We assume that the set of points $S_v(t)$ remains unchanged for all $t$. The cases when $S_v(t)$ changes are handled separately in the insertion/deletion and re-balancing procedures.

The problem of computing $\tau^x_v(\tau^x_i), \tau^x_v(\tau^x_{i+1})$ is the same as approximating the extent of the points in $S_v$ along the $x$-axis. For simplicity, we describe the algorithm under the assumption that each point is moving with fixed speed, though it works for more general trajectories.
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**Fig. 2:** (i) The interval $I(t)$ is the vertical segment connecting the upper and lower boundaries of $C$ at time $t$. The rays $U, L$ denote the approximation to $I(t)$ as computed by Jensen et al. [11]. (ii) An approximation of $C$ and polygonal chains $\gamma^-, \gamma^+$.

Let $I(t)$ denote the extent of $S_v(t)$ along the $x$-axis, and let $C = \bigcup I(t)$. Then $C$ is a corridor in the $tx$-plane with convex ceiling and concave floor; see Figure 2. Let $\varepsilon$ be the approximation factor. We want to maintain an interval $J(t)$ so that $I(t) \subseteq J(t) \subseteq (1 + \varepsilon)I(t)$ for all $t$. To do this, we compute two polygonal chains $\gamma^-, \gamma^+$ with the following property: Let $C'$ be the corridor formed by $\bigcup (1 + \varepsilon)I(t)$. The chain $\gamma^-$ lies between the lower boundaries of $C$ and $C'$, and the chain $\gamma^+$ lies between the upper boundaries of $C$ and $C'$, respectively. Moreover, $\gamma^-$ and $\gamma^+$ have only $O(1/\sqrt{\varepsilon})$ vertices. The computation of $\gamma^-$ and $\gamma^+$ is done using the greedy algorithm of [3], which guarantees the
above properties. The approximate extent is defined by $J(t) = [\gamma^-(t), \gamma^+(t)]$; see Figure 2 (ii). The sequence $\pi^1, \pi^2, \ldots$ is the set of $t$-coordinates of the vertices of $\gamma^-$ and $\gamma^+$, and $\pi^\pi(v) = J(\pi^\pi(v))$. By contrast, Jensen et al. [11] approximate $I(t)$ by two rays (Figure 2 (ii)), and the approximation can become very large over time, decreasing the query efficiency of the index. Our experiments indicate that in practice the number of vertices of $\gamma^-, \gamma^+$ is small (between 3 and 12 for 100,000 points and $\varepsilon = 0.1$). Thus, we can explicitly store $\gamma^-, \gamma^+$ at a node of $\mathcal{I}$. If we are unlucky, then $\gamma^-, \gamma^+$ could have too many vertices. In order to ensure that the fanout of a node is not too small, we set a threshold parameter $\lambda \geq 2$ and store only at most $\lambda$ vertices of each of the four chains. Suppose $t_b(v)$ is the minimum $t$-value of the last vertex of a chain stored for $\mathcal{B}_v$. Then the parametrization of $\mathcal{B}_v$ is valid only for $t \leq t_b(v)$. We recomput $\mathcal{B}_v(t)$ for $[t_b(v), \infty]$.

If $v$ is an internal node, we do not compute $\mathcal{B}_v$ directly from $S_v$, but rather in a bottom-up manner from $\mathcal{B}_{w_1}, \ldots, \mathcal{B}_{w_k}$, where $w_1, \ldots, w_k$ are the children of $v$. There are two issues that one has to handle in this recursive computation. Since $\mathcal{B}_v$ is being computed by approximating the (approximate) bounding boxes computed at its children, the errors accumulate. So one has to choose a smaller value of $\varepsilon$ at each node, roughly $\varepsilon / \text{depth}(*\mathcal{I})$. Second, the bounding-box representation at the children of $v$ might have been clipped, so $\mathcal{B}_v(t)$ is valid only for $t \leq \min_w t_b(w)$, where $w$ is a child of $v$. Therefore we set $t_b(v) = \min_w t_b(w)$ if the number of vertices in the chains of $\mathcal{B}_v$ is at most $\lambda$. Otherwise, if $\xi$ is the minimum $t$-coordinate at which a chain of $\mathcal{B}_v$ is clipped then we set $t_b(v) = \min(\xi, \min_w t_b(w))$.

3.3 Events and event queue

There are two types of events — external and internal that cause the index $\mathcal{I}$ to be updated. External events are insertion/deletion of a point, and change in the trajectory of a point. Due to lack of space, we do not detail the procedures for handling external events. Roughly speaking, insertions and deletions are handled as in the static R-tree, by looking at the snapshot of the index at the time of insertion or deletion. Changing the trajectory of a point usually requires updating the parametrized bounding boxes along the path to the leaf that stores the point. Besides the external events, there are two types of internal events. Recall that at each node $v \in \mathcal{I}$, $\mathcal{B}_v$ is valid only until $t_b(v)$, so if $t_b(v) < \infty$ we have to recompute $\mathcal{B}_v$ at now = $t_b(v)$. We refer to this event as a box event.

As mentioned earlier, the box events are rare even for small values of $\varepsilon$. Our construction maintains the invariant that $t_b(w) \geq t_b(v)$ for any child $w$ of $v$.

The second internal event is called a conflict event. A conflict event occurs at a node $v$ if the bounding boxes of its children overlap too much. Let $u_1, \ldots, u_k$ be the children of $v$. We replace them with new nodes $w_1, \ldots, w_k$ so that the set of grandchildren of $v$ remains the same and the overlap among the bounding boxes of $w_1, \ldots, w_k$ is smaller than the overlap among those of $u_1, \ldots, u_k$; see Figure 3. That is, we redistribute the grandchildren of $v$ among its children in order to reduce the overlap among the bounding boxes of the children of $v$. 
There are many ways to define when sibling nodes overlap too much, as well as to compute the new nodes $w_1, \ldots, w_k$. We have experimented with a number of heuristics, all of which try to stay close to the $R$-tree desiderata that the areas of nodes and the areas of overlaps among sibling nodes should be as small as possible. The problem is hard in our case because the area of $B_{w_i}(t)$ changes with time. For each child $w_i$ of $v$, we compute the relative area of $B_{w_i}(t)$ that overlaps with the bounding boxes of its siblings. If a point of $B_{w_i}(t)$ is covered by multiple boxes, it is counted multiple times. We set an area threshold parameter $A_v$ and compute the overlap for a node only at the times when its area becomes $(1+\alpha_v)A_v, (1+2\alpha_v)A_v, \ldots, (1+10\alpha_v)A_v$ ($\alpha_v$ is a parameter that we discuss in the experimental section). This approach is related to the intuition that overlaps are only significant for large enough boxes. We set a threshold parameter $\mu$ and say that a conflict occurs at $v$ at time $t$ if this relative overlap exceeds $\mu$. We set $t_e(v) = \text{now}$ to be the earliest time at which a conflict occurs. The value of the area threshold $A_v$ is changed with time because points might move away from each other and thus the areas of bounding boxes increase. We reset $A_v$ every time a conflict event is processed at $v$. An additional option is to reset this value after each time an external event occurs in a subtree rooted at $v$. The parameter $\mu$ is a ratio between the overlap area and the area of a node. In our experiments, we found that it is best to keep $\mu$ unchanged over time.

Finally, we define the event time of a node $v$ as $\tau(v) = \min\{t_b(v), t_e(v)\}$. If box and conflict events occur simultaneously, then the box event has higher priority. We maintain a global event queue $\mathcal{Q}$, as a priority queue, that stores the pairs $(\tau(v), e(v))$ for all nodes $v \in \mathcal{F}$ for which $\tau(v) < \infty$. We also use $\mathcal{Q}$ to handle external events that are going to occur in the future.

### 3.4 Answering queries

As mentioned in Section 2 we focus on three types of queries. Since Q1 and Q2 queries are special cases of Q2', we describe the procedure only for the latter. Let $R_1, R_2, t_1, t_2$ be the given rectangles and time stamps. Let $\mathbf{R}$ be the volume swept by the query rectangle during the interval $[t_1, t_2]$, i.e., $\mathbf{R} = \bigcup_{t=t_1}^{t_2} R(t)$, where $R(t)$ is defined in Section 2, $\mathbf{R}$ is a convex polytope (see Figure 1 (c)). We traverse $\mathcal{F}$ in a top-down manner. At each visited leaf $z$, we report a point $p \in S_z$ if the line segment $\bigcup_{t=t_1}^{t_2} p(t)$ intersects $\mathbf{R}$. At each internal node $v$, we recursively visit a child $w_i$ of $v$ if $\mathbf{R}$ intersects $\mathbf{B} = \bigcup_{t=t_1}^{t_2} B_{w_i}(t)$.

Queries Q3 are processed as follows. Let $q$ be the query point for which we want to report the nearest neighbors at time $t_q$. We describe an algorithm that
returns the $\varepsilon$-approximate $k$-nearest neighbors of $q$, for any $0 \leq \varepsilon$ and $k \geq 1$. For any node $v$ in the STAR-tree, we define the distance between $q$ and $v$ to be $d(q, \mathcal{B}_v(t))$, if $q$ is outside $\mathcal{B}_v(t)$, and 0 otherwise. The query procedure works in two stages. In the first stage it traverses the index in a top-down fashion and at each level $i$ it maintains a set of nodes $\mathcal{L}_i$ as follows. $\mathcal{L}_0$ is the root. For all $i \geq 1$, $\mathcal{L}_i$ is the subset of children of nodes in $\mathcal{L}_{i-1}$ whose distance to $q$ is minimum over all children of nodes in $\mathcal{L}_{i-1}$. Let $h$ denote the leaf level of the STAR-tree, and $\mathcal{L}_h$ be the subset of leaves corresponding to the recursive definition above.

We compute the $k$ nearest neighbors of $q$ among all points stored in the leaves of $\mathcal{L}_h$. Assuming that no two nodes on the same level of the STAR-tree overlap and that the minimum side of each bounding box on that level has length $\Omega(\Delta)$, one can prove by a packing argument that the above procedure visits only a constant number of nodes on each level. To describe the second stage, let $\Delta_k$ be the distance from $q$ to the $k$th nearest neighbor candidate computed during the first phase. Starting from the root, we traverse the tree in a depth-first order, using the following criterion. Let $v$ be the current node, so that $v$ is not a leaf. For each child $w$ of $v$, if $d(q, \mathcal{B}_w(t)) < \Delta_k/(1 + \varepsilon)$ then visit $w$ recursively. A fast heuristic is to only execute the first stage. This is expected to report points close to $k$-nearest neighbors but not guaranteed to do so. In our experiments, the heuristic performed very well (see Section 4.5).

4 Experimental Results

The experiments were performed on a Pentium III 800-MHz machine with 512 MB memory, running Linux. The algorithms are implemented on top of the Transparent Parallel I/O Programming Environment [4], a templated library that supports efficient high level implementations of external memory algorithms. The entire data and the index structure reside on disk, with the exception of 200K of cached blocks. The cache implements a LRU replacement policy. The block size is 8192 bytes, which, for two dimensional data, leads to a packing of 227 data points per leaf. By contrast, the TPR-tree uses a block of size 4096 bytes, and the packing parameter is 204 (this is because we store coordinates of type double, and the TPR-tree stores coordinates of type float). Thus, even though we use larger blocks, the leaf fanout and the number of leaves are similar in both structures. Because both the STAR-tree and the TPR-tree have very small height, the upper levels of both structures contain very few nodes, and thus the larger block size in our experiments does not significantly influence the results. Taking into account all these reasons, the performance values obtained with the STAR-tree on the same data and experimental set-up used by the TPR-tree are a good indication on the relative performance of the two indexes.

Parameter choices. In all the experiments $\lambda = 4$, which leads to a fanout of 30 for internal nodes. We set $\varepsilon = 0.1$. The value $\alpha_v$ depends on the level of the node $v$. The higher the node is (with the root being highest), the larger $\alpha_v$ is. Hence, we check for overlap less frequently at higher levels in the tree, and thus we do
not reorganize upper nodes too often. We have determined experimentally that choosing \( \alpha_v = 0.05 \cdot \text{level}(v) \) results in a reasonably small number of overlap events, while maintaining good query performance over time. The area \( A_v \) is reset after a conflict among children of \( v \) is solved, as well as after a child of \( v \) is deleted. We do not reset \( A_v \) after a child is inserted in \( v \). Each time, we set \( A_v \) to be the largest area of a child of \( v \) at the time of the reset. The overlap threshold \( \mu \) is set during the initialization of the node and it does not change over time. In Section 4.1 we evaluate the performance of the STAR-tree for range queries (the only ones for which the TPR-tree performance is reported). We then present experimental results for the nearest neighbor queries in Section 4.5.

4.1 Range query results

For all experiments reported in this subsection, we perform a combination of queries of types Q1, Q2, and Q2'. The relative proportions of these queries are 0.6, 0.2, and 0.2, the same as in [11]. We use three types of data. The first type was generated using the generator provided by the authors of the TPR-tree, and we use it for comparison purposes. The second type of data sets are similar to the first set in the distribution of initial positions and trajectories, but generate significantly fewer updates, and allow points to appear and disappear from the data. Finally, we provide experimental results on a realistic data set generated by using information on NC roads extracted from the TIGER/Line data of the US Bureau of the Census.

4.2 Comparison with the TPR-tree

We generated 100,000 points using the data generator provided by the authors of the TPR-tree (see [11] for details). The number of destinations is \( ND = 20 \). In addition to the initial positions of the points, the generator also outputs a very large number of updates that must be performed by the structure during the course of the simulation. For 100,000 points, there are close to 1 million point updates, each consisting of two operations: a deletion followed by a re-insertion. Although the updates occur with varying frequencies during the simulation, the average frequency is 7 updates per node per time unit. Hence, the updates act, in effect, as a time-sampling mechanism that allows the indexes to adjust their information very frequently. We ran two experiments: one in which we store the exact bounding box for each node, and one in which we store the approximate box. We report the performance of the STAR-tree in Figure 4 (a). This should be compared to the results reported in [11], Figure 15, on a data set generated with the same parameters. Since we do not have the exact numbers, we chose not plot the performance of the TPR-tree on the same graph. However, we note that, as reported by the authors, the TPR-tree requires an average of about 65 I/O’s per query after time \( t \geq 360 \). Hence, we achieve a speed-up of 3 using exact boxes, and of 2 using approximate boxes. In the case of exact boxes, the overall number of internal events is less than 1.4% of the number of external events (i.e. trajectory updates). When we maintain approximate boxes, there is
only one update event and a similar number of overlap events. We conclude that, with only a small overhead, the STAR-tree is able to adjust itself and maintain better performance over time.

The implementation of the STAR-tree does not require having an estimate on the time horizon for which the tree is in use. This is important for applications on which it is hard to estimate the horizon. For the TPR-tree, the time horizon \( H \) is proportional with the update interval \( UI \), i.e. the average time between two successive updates of the same point. The value \( H \) is then used in the bulkloading and updating of the tree. Hence, changing \( H \) affects the performance. Figures 9 and 10 in [11] show that for \( UI = 60 \) the average query I/O is between 40 and 50, depending on the setting of \( H \). For \( UI = 120 \), the query performance varies between 60 and 90. In contrast, the STAR-tree has the same performance for different settings of \( UI \); see Figure 4 (b).

### 4.3 Performance of STAR-tree under few updates

In this subsection we study the performance of the STAR-tree when the frequency of updates is significantly lower than for the datasets of the previous section. For example, in applications such as airline traffic, points tend to maintain their velocities and directions for a long period of time. We generate new data sets that closely resemble the previous sets in terms of the distribution of points at loading time, as well as the distribution of trajectories. The significant difference is that no updates are generated while the point travels on a leg between two destinations. We also allow insertions and deletions of the points. We insert 10% of the data points after the initialization, and we delete 10% of the points before the simulation ends. The insertion and deletion times are randomly distributed throughout the simulation. The overall number of external events that the index receives is 11 times smaller than for the previous data set.
The data consists of 100,000 points. We perform experiments with the number of hubs ND set to 20 (very skewed data), and to 1,000 (skewed data). We denote by $S_1$ the first set, and by $S_2$ the second set. We also denote by $S_3$ the set of uniform data.

Figure 5 (a) shows that the performance of STAR-tree does not deteriorate too much over time. The uniform dataset is the only one for which a significant performance loss appears between $t = 180$ and $t = 240$. However, the index re-adjusts itself afterwards and the performance improves for $t \geq 240$. For each of $S_1$, $S_2$, and $S_3$, two sets of results are plotted. The first set is for the case when we store the exact bounding boxes, and the second for approximate boxes with $\varepsilon = 0.1$. In the second case, approximate bounding boxes are generated only if storing the chains of the exact boxes requires more than $\lambda$ vertices per chain. Note that the usage of approximate bounding boxes only marginally worsens the performance for sets $S_1$ and $S_2$, and affects the set $S_3$ only after a significant amount of time. However, the number of box events drops dramatically (e.g., for the set $S_1$, it drops from 2667 to 9).

The effect of varying the query window size is shown in Figure 6 (i). The average is taken over a simulation time of 300 for set $S_1$. Finally, Figure 6 (ii) shows the influence of data size on the average query performance. All sets we use are uniform, because this is the case in which the index has worst performance. The averages are for a simulation time of 300.

4.4 Realistic traffic data

We have generated 51,000 data points that model car traffic as follows: We extracted the roads map around Durham, NC (within a square of 120 miles centered at Durham) from the National Transportation Atlas Data provided by Bureau of Transportation Statistics (see http://www.bts.gov/gis/ntatlas/ntatlas.html).
This resulted in a set of 231,554 polygonal chains describing the roads around Durham. Using this information we computed a planar map representing the road map of the region. To generate a realistic path, we randomly selected two points on the map, and computed (using Dijkstra’s algorithm) the shortest path on the map between those points. We then simplified each path using the Douglas-Peucker heuristic [7] so that the simplified path has at most five vertices (to avoid frequent trajectory updates). The simplified path is typically almost identical to the original path. The routes are generated in three length ranges (relative to the diameter of the graph). A car is then generated to travel along the route, and its speed varies according to the length of the route. When a car reaches the final point on its route, it signals the index that it should be deleted. Figure 5 (b) shows how the performance of the search changes over time. The experiment was run using approximate bounding boxes with \( \varepsilon = 0.1 \). Because of the cache, the average I/O for the last 60 time units is 0.

### 4.5 Nearest neighbor query results

During each time unit, we generate four nearest neighbor queries uniformly at random over the entire data space. Unless otherwise specified, each simulation lasts 200 time units. The data sets are the same from the previous section.

**Accuracy results** We analyze the accuracy with which the heuristic method answers nearest neighbor queries using various measures. In Figure 7 (a) we show results for 1-nearest neighbor queries. The solid bars show the percentage of queries for which our procedure returns the exact 1-nearest neighbor. The hashed bars represent the percentage of queries for which the nearest neighbor as computed by our procedure is a 0.1-approximate nearest neighbor. Finally, the grid-patterned bars represent the percentage of queries for which the nearest neighbor computed by our procedure is one of the exact 10-nearest neighbors. For sets S2 and S3, these percentages are in the range of 98 – 99%, while for S1 and Durham they are lower, ranging from 80% to 96%.
For each data set, we also compute the accuracy of answering $k$-nearest neighbor queries, for $k = 10$. For each query, we determine how many of the 10 points we return are among the exact 10-nearest neighbors of the query, and we average this number over all queries. Our experiments show that for $S2$ and $S3$ this average is about 9.8, implying that for almost all queries we return the exact 10-nearest neighbors. For $S1$, the average is 7.9, and for $Durham$ it is 8.7. However, the accuracy in terms of the average percentage of exact $k$ nearest neighbors found degrades as $k$ increases. Figure 7 (b) illustrates this behavior for set $S1$. We report the average (over all queries) percentages of exact and 0.1-approximate nearest neighbors that the heuristic finds.

**Efficiency results** We study the efficiency of the exact, approximate and heuristic methods in terms of the average number of I/O’s required to answer a query. The heuristic method is always faster, since we only execute one traversal of the index (see the previous section). The exact method is at most as fast as the approximate method. We report our results both in the presence and in the absence of the cache. As we show below, the presence of the cache causes all three methods to have similar efficiency. This is to be expected, since some nodes visited during the second traversal are likely to have been cached during the first traversal.

We have run experiments for $k = 1, 5,$ and $10$, and for $\varepsilon = 0, 0.1, 0.2,$ and $0.4$, and have concluded that the average number of I/O’s does not change significantly for these values of $k$ and $\varepsilon$. This indicates that the 10 nearest neighbors of most queries are stored together. Moreover, in the absence of the cache, our experiments show that the average number of I/O’s for a query is not much larger than the depth of the tree (for the heuristic method), or twice the depth of the tree (for the other two methods). This is an indirect indication that the STAR-tree has small overlap among nodes on the same level. Figure 8 shows experimental results for $k = 10$ for sets $S1, S2$ and $S3$ both in the presence and in the absence of the cache, for the heuristic (dashed lines) and exact methods.
Fig. 8: I/O efficiency for (a) cache present; (b) cache not present.

(solid lines). Results for the approximate method (with $\varepsilon = 0.1$) are close to those for the exact method. We report the average query I/O every 40 time units. We expect that the efficiency of the exact and approximate methods will decline when $k$ becomes too large. The number of I/O's in the heuristic method does not depend on $k$. Hence, its efficiency will remain the same. However, its accuracy in terms of the number of exact $k$ nearest neighbors found will degrade. Due to lack of space, we do not report experiments for the realistic data set (since this set is smaller, it should not be reported together with the other sets). However, these experiments show that the index adapts itself as points are deleted, and the query performance improves after 100 time units.

5 Conclusions

We presented a new technique called STAR-tree for indexing moving points in the plane. Our experiments clearly demonstrate the advantages of our technique. By integrating a few geometric techniques with the indexing techniques, we were able to circumvent the problem of updating the index frequently and to improve the query performance. The next step would be to handle uncertainty, to answer more complex queries, and to incorporate a few learning techniques in the self-adjusting procedure.
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