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Abstract

Internet of Things (IoT) device manufacturers provide little information to consumers about their security and data handling practices. Therefore, IoT consumers cannot make informed purchase choices around security and privacy. While prior research has found that consumers would likely consider security and privacy when purchasing IoT devices, past work lacks empirical evidence as to whether they would actually pay more to purchase devices with enhanced security and privacy. To fill this gap, we conducted a two-phase incentive-compatible online study with 180 Prolific participants. We measured the impact of five security and privacy factors (e.g., access control) on participants’ purchase behaviors when presented individually or together on an IoT label. Participants were willing to pay a significant premium for devices with better security and privacy practices. The biggest price differential we found was for de-identified rather than identifiable cloud storage. Mainly due to its usability challenges, the least valuable improvement for participants was to have multi-factor authentication as opposed to passwords. Based on our findings, we provide recommendations on creating more effective IoT security and privacy labeling programs.

1 Introduction

Consumers bring home smart devices that have hidden privacy risks and security vulnerabilities. A scan of about 16 million home networks revealed that more than 40% of households worldwide have at least one vulnerable smart device [12]. These security flaws can be exploited, putting users’ sensitive data and safety at great harm [10, 41, 44, 86]. At the same time, device manufacturers fail to disclose the sensing capabilities of their devices [64, 74] and sell data to third parties without users’ knowledge and consent [58, 99].

Device manufacturers prioritize features that bring evidence-based market value, such as innovative device functionality, deferring security and privacy to the very last stages of product design [70, 84]. Given the current lack of readily available information about device security and privacy, consumers are unable to make purchase decisions based on security and privacy even if they want to [36]. Thus, it can be difficult to make the case that improved security and privacy would lead to improved sales or that consumers might pay a premium for devices with better security and privacy such that device manufacturers’ investments towards enhancing such practices can potentially be justified. Empirical evidence that consumers informed about device security and privacy practices would value devices with improved security and privacy could help break this vicious cycle.

Prior research has shown that users are willing to pay more to have enhanced security and privacy, such as improved phishing detection [75], reduced risk of identity theft [83], better privacy when shopping from online vendors [93], and having privacy-enhancing features for social media [88]. In the context of IoT, past research focusing on hypothetical purchase decision-making has found that consumers are more willing to purchase and even pay more for devices with better security and privacy practices when that information is made salient [16, 35, 36, 49, 71].

Nevertheless, past efforts on identifying the monetary value of security and privacy for purchasers of IoT devices have two important limitations. The main limitation is their significant hypothetical bias, due to participants’ lack of incentive to reveal their true willingness to pay (WTP). The hypothetical bias could then lead to an overestimation of the monetary value of security and privacy [19]. In our study, we instead used an incentive-compatible method to mitigate this prevalent bias. Secondly, prior research does not provide any information on the relative monetary value and significance of IoT security and privacy practices.

In a two-phase online study using a multiple price list (MPL) framework, we measured the monetary value of five security and privacy improvements for 180 Prolific [79] participants considering the purchase of a new IoT device. MPL is a valuation method where participants are asked to specify their preference toward purchase choices that are presented to them in a column of ordered prices [8, 11]. Due to the instrumented randomness in its compensation mechanism, MPL has been shown to be incentive-compatible, meaning
that it would be in participants’ best interest to reveal their true WTP in order to maximize their benefits [6, 8, 9, 51].

We generated specifications for two smart devices: a smart speaker with voice assistant and a smart smoke detector. In the first phase, we presented each participant with five security and privacy improvements to one of the tested smart devices, asking them questions to identify how much they value individual improvements. In phase two, we explored the monetary value of security and privacy information when presented together on an IoT product label. We created three label types for the tested smart device—showing most protective, least protective, or no stated security and privacy attributes. We then presented participants with three MPL tables to elicit how much each label would impact their purchase decisions.

We built statistical models to quantify the value of security and privacy in participants’ purchase behavior and used their open-ended responses to further investigate their purchase decision-making. Participants significantly valued almost all security and privacy improvements, both individually (phase one) and holistically (phase two). Based on the regression analysis, having de-identified rather than identified cloud storage was the most valuable improvement for participants. Due to its usability issues, the least valuable improvement was having multi-factor authentication instead of passwords. Additionally, we found that having a correct understanding of security and privacy information significantly impacts the level of risk participants associate with the smart device and the amount of premium they are willing to pay. Our phase-two findings also revealed that compared to a smart device with risky security and privacy practices presented on a label, participants were willing to pay significantly more to purchase a device with no information on its security and privacy practices. The open-ended responses show that without transparent disclosure, consumers assume that the device has protective, or no stated security and privacy improvements.

We make the following contributions:

- Through an incentive-compatible methodology, we quantified the monetary value of five smart device security and privacy protections when presented individually and together on a label.
- Using qualitative analysis, we shed further light on how security and privacy protections impact participants’ purchase behavior and attitudes.
- We provide actionable recommendations on informing consumers’ purchase decision-making by effectively communicating the value of security and privacy.

2 Background and Related Work

We start this section by explaining willingness to pay and the use of multiple price list to calculate it. We then discuss research on the monetary value of security and privacy.

2.1 Measuring Willingness to Pay

The concept of willingness to pay (WTP) first appeared in the economics literature over a century ago [29]. WTP estimates a consumer’s perceived value of a product or service by identifying the maximum price they are willing to pay [57, 65]. WTP has been used in many domains, including healthcare [4], food [63], and energy [14].

Methods to gauge consumers’ willingness to pay [21, 53] can be categorized based on whether they use a direct or indirect measurement approach and whether they measure consumers’ WTP in hypothetical or real contexts [18, 66]. Methods to estimate consumers’ hypothetical WTP do so by directly asking participants (e.g., contingent valuation [1, 68]) or by analyzing their preferences to indirectly infer their WTP (e.g., conjoint analysis [42, 59, 101]). By asking participants to imagine making hypothetical purchase decisions, these methods capture stated willingness to pay. However, due to the use of hypothetical purchase scenarios, participants have little incentive to truthfully state their WTP [50, 60]. It has been shown that hypothetical WTP values overestimate the actual WTP [72]. Such disparity has been referred to as hypothetical bias [6, 61, 98]. Hence, these methods have low external validity and, thus, can generate inaccurate results [25, 45, 68, 77].

To avoid hypothetical bias and measure actual WTP, researchers use incentive-compatible methods to elicit participants’ real monetary valuation of products with promises to sell the tested products to participants. In addition, incentive-compatible valuation methods communicate to participants that it is in their best interest to reveal their true preferences [6, 61]. Incentive-compatible approaches have high external validity and provide more accurate estimates of WTP as realistic purchase behaviors are observed or simulated in controlled experiments [100]. These methods could either directly ask participants for their WTP (e.g., Becker-DeGroot-Marschak mechanism [15]) or indirectly estimate their WTP using their responses (e.g., multiple price list [6, 8, 55]).

2.2 Multiple Price List

Multiple price list (MPL) is an indirect method to infer consumers’ actual WTP, where participants are presented with a table in which each row shows a pair of products with corresponding prices. Each participant reviews the table, row by row, and indicates their preferred choice for each row. The experimenter then selects one row at random and implements the participant’s purchase choice in that row. When using this method, participants engage with real purchase scenarios, where they are promised to receive a compensation at the end of the experiment [6, 11, 61]. From very early on, participants are instructed about how they will get compensated and why it is in their best interest to reveal their true preferences when answering questions. Specifically, the experiment instruction will explicitly mention that after participants specify their purchase preferences for all the MPL tables, one row among all tables will be randomly selected, and the partici-
pant’s choice in that row will be used to compensate them. This method is shown to be incentive-compatible and less prone to hypothetical bias, as the promised randomly-selected compensation provides participants with incentives to reveal their true WTP \[6, 8, 9, 17, 61\].

It has been shown that it is relatively easy for participants to understand that it is in their best interest to truthfully disclose their WTP \[8, 9, 11\]. In addition, MPL poses a lower cognitive load compared to other incentive-compatible methods \[7–9, 11, 22, 31\], resulting in potentially more accurate estimation of WTP \[8, 9\]. We designed a controlled experiment and used the MPL procedure to elicit participants’ actual WTP for improved IoT security and privacy practices.

### 2.3 Monetary Value of Security and Privacy

Using various hypothetical and real purchase settings, researchers have shown that some consumers are willing to pay extra to have better online privacy protections \[2, 27, 39, 43, 52, 78, 88, 94\]. Svirsky designed an experiment to capture participants’ monetary valuation of their privacy. They did so by creating three experimental conditions to analyze how much participants are willing to pay to prevent their Facebook profile data from being shared with the survey taker in exchange for a higher bonus. In one of their conditions, they designed an elicitation treatment and created several MPL tables where participants were asked to review the rows of the tables and select between the proposed level of privacy protection or the amount of bonus, which were increased in equal increments. They concluded that respondents were willing to pay significant amounts to have their privacy protected if the improved privacy is clearly stated at the time of decision making \[92\].

In the context of IoT, Morgner et al. conducted a survey and used conjoint analysis to explore consumers’ perceived relative importance of security update labels. Although their methodology did not allow them to specify consumers’ WTP for security update labels, they hypothesized that participants’ significant desire for having update labels could indicate their willingness to pay more for having such information at the point of sale \[71\]. Similarly, Blythe et al. \[16\] and Johnson et al. \[54\] conducted contingent valuation and concluded that consumers are willing to pay more for IoT devices with security labels. However, their methods did not allow them to conclude which security or privacy attributes are more valuable to consumers. In a small interview study, Emami-Naeini et al. \[31\] reported that participants claimed to be willing to pay about 10% to 30% of the base price of a smart device to be provided with security and privacy information before making a purchase \[36\].

Emami-Naeini et al. \[52\] designed and evaluated a layered label for consumer IoT devices comprising 47 security, privacy, and general factors \[34\], where the most critical factors were provided on the primary layer of the label. In their more recent work, Emami-Naeini et al. presented several hypothetical purchase scenarios to participants and quantified the impact of a subset of label security and privacy attributes on survey participants’ risk perception and willingness to purchase \[35\].

Gopavaram et al. \[11\] used an experimental IoT market to understand how much participants value their privacy when purchasing smart devices. Similarly to our work, they found that consumers are willing to pay to purchase devices with improved privacy. However, unlike our work, they considered privacy in a general sense and tested privacy ratings rather than specific privacy factors (e.g., purpose of data collection). In addition, their work focuses on eliciting the value of privacy and not security practices of smart devices \[40\].

Our study goes beyond the prior work by measuring the monetary value of IoT security and privacy via an incentive-compatible study design for increased ecological validity. Our study design enabled us to compare consumers’ monetary values for several IoT privacy and security improvements.

### 3 Methods

We conducted a pre-study with 100 participants and a two-phase survey with 180 participants (130 in phase one and 50 in phase two) on the Prolific crowdsourcing platform. We recruited participants who were at least 18 years old, lived in the US, and had a minimum approval rate of 95%. We launched the pre-study survey and the first phase of the study in May 2021 and the second phase in August 2021. The study protocol was approved by our Institutional Review Board (IRB). We provide the complete list of pre-study, phase-one, and phase-two survey questions in Appendix A. When referring to each survey question, we mention the question number in parenthesis (e.g., PS1).

#### 3.1 Pre-Study Survey (PS)

The goal of our pre-study was to identify what smart devices to consider in the main study, and to determine their appropriate base prices. We designed four 5-minute pre-study surveys, each for a different device: two devices collecting sensitive data (smart speaker with voice assistant and smart security camera) and two collecting less sensitive data (smart smoke detector and motion detector). We recruited 110 Prolific participants for the pre-study. Each participant was randomly assigned to one of the four pre-study surveys for a specific smart device. We asked three attention-check questions and queried participants about devices they had purchased, price-points, and demographics. We excluded 10 participants who failed at least one attention-check question, resulting in 100 participants (25 participants per survey). We compensated each participant with US$1.

We prepared a table of general specifications for each of the four smart devices (see Appendix B) to mimic similar devices available on the website of Best Buy, a popular retailer in the US. For each device type (e.g., smart speaker), we reviewed the specifications of the available alternatives for that device type on Best Buy and created a table showing the features common to all devices of that type. For each feature (e.g., number of speakers), we selected the best option. For example, if the number of speakers ranged from 1 to 3, we chose 3.
In each pre-study survey, after obtaining participants’ consent, we asked a few questions to understand participants’ experience purchasing the smart device of interest (e.g., smart speaker with voice assistant) (PS1-2). We then presented them with a link to the device specification and asked them three attention-check questions about that specification (PS3-5).

Next, to specify the optimal price point for each device, we solicited participants’ price sensitivity using the Van Westendorp’s Price Sensitivity Meter [62, 97] (PS6-9). This method asks participants to provide four price points [56, 82], namely the price they perceive to be i) too cheap so that they would doubt the device quality, ii) cheap enough that they would find it to be a bargain, iii) expensive but would still consider purchasing it, and iv) too expensive to even consider buying it. We use these prices to calculate the optimal price point.¹

Van Westendorp’s Price Sensitivity Meter has an implied assumption that consumers have some knowledge about what the tested product is worth [24]. In the pre-screening surveys, we addressed this assumption by asking participants whether they have purchased the smart device before (PS1). We used the Wilcoxon-Mann-Whitney test to analyze whether those who had previously purchased the smart device had a different price perception for each of the four surveyed price points compared to those who had not previously purchased the device. The results showed that previous purchase did not have a statistically significant impact on participants’ price perceptions. Therefore, we considered all 25 responses to each pre-study survey to calculate the optimal price point.

We calculated the optimal price points of $60.26 for the smart speaker, $60.91 for the smart smoke detector, $78 for the smart motion detector, and $94 for the smart security camera. Our goal was to select one smart device from each sensitivity category with similar perceived price points, with the lowest price to decrease the potential hypothetical bias [48, 87]. We chose the smart speaker and the smart smoke detector from the high and low sensitivity categories, respectively, for the main study and we set their prices to $60.

### 3.2 Main Study Design

We conducted a two-phase incentive-compatible study to assess the value of security and privacy information on IoT consumers’ purchase behavior. In the first phase, we explored the impact of individual security or privacy attributes (e.g., receiving automatic security updates), while in the second phase, we studied the impact of five security and privacy attributes when presented together.

For our study to be incentive-compatible, we designed realistic purchase settings with real smart devices that come with security and privacy labels. However, existing devices do not come with such labels. To make our study as realistic as possible, we used carefully-designed deception elements and simulated real purchase scenarios to elicit participants’ true WTP. We introduced our study as a market research study that we were conducting in collaboration with a major retailer (we did not mention any brand). In the initial part of phase-one and phase-two surveys, we asked a few screening questions to assess participants’ eligibility. In the recruitment text on Prolific, we told participants that upon completing the screening survey, they will receive $1.50 and if they are eligible and participate in the future marketing research study, they will have the opportunity to get a discount coupon of $10 or more to purchase the soon-to-be-released model (Model X) of a particular type of smart device from a well-known manufacturer. We also told participants that this device would be selected based on their answers to the survey questions, and that we would process the discount coupon within 1 month of study completion. After they completed the screening questions, we used survey logic features to show the main survey questions only to eligible participants. Those who were ineligible only received the promised $1.50. Since the only promised compensation for the main survey questions was the discount coupon, we expected that only those who are in the market to purchase the indicated type of smart device would be incentivized to participate in the study, and that they would reveal their true purchase preferences to get compensated with a discount coupon for their desired smart device. On average, phases one and two took participants 16 and 15 minutes to complete, respectively. In both phases, we compensated each participant with a $10 bonus, directly through Prolific.

### 3.3 Ethical Considerations

We took several measures to limit the potential harm of the deception element of our study. Our institution’s IRB permits using deception only if it is needed to achieve the main purpose of the study. Our goal was to simulate a realistic purchase setting for consumers to reveal their true WTP. Since current smart devices do not come with security/privacy labels, we needed to simulate realistic purchase settings and use deception so that participants would believe they would have an opportunity to actually make a purchase. To minimize potential harm to participants, we debriefed and compensated them after the completion of both phases of our study about the goal of our research and why we used deception (see online Appendix A). After we debriefed participants, no participant contacted us or the IRB to raise any concerns about the study design and compensation. However, several participants expressed interest when they learned about the goal of our study and asked whether we could share our findings upon publication.

### 4 Phase-One Study (PH1)

We designed a mixed between-subjects and within-subjects study to explore the amount of premium participants are willing to pay for each of the five types of enhanced security and privacy protections presented individually on an IoT label. The randomly-assigned between-subjects factor was the device type with two levels—smart speaker and smart smoke

¹We used the package ‘pricesensitivimeter’ in R to analyze participants’ price preferences and calculate the optimal price points.
detector (see Section 3.1). Survey questions asked participants to specify their purchase preferences related to the soon-to-be-released Model X using the within-subjects factor of security and privacy comparison pairs, described next.

### 4.1 Study Design

**Security and privacy comparison pairs.** To mitigate survey fatigue, we aimed to keep the survey around 15 minutes, and our pilot surveys indicated that we could achieve this by asking about a maximum of five attribute-values. Our tested attribute-values were a subset of the most important factors from the primary layer of Emami-Naeini et al.’s IoT label [34]. We included both of the security attributes from the primary layer (security update, access control). In addition, we included all the primary layer privacy attributes except for two (device storage, data selling), which are similar to two other included attributes (cloud storage, data sharing). For each attribute, we included three levels of protection: low, medium, and high (see Table 1). We selected the low and high protection levels as in Emami-Naeini et al.’s categorization [35]. For the medium level, among the values identified by Emami-Naeini et al. [33], we selected a value that is common for smart devices (e.g., access control: password) and/or poses privacy risks (e.g., purpose: personalization).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Values</th>
<th>Comparison pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access control</td>
<td>Low protection: None</td>
<td>vs. Multi-factor authentication</td>
</tr>
<tr>
<td></td>
<td>Medium protection: Password</td>
<td>vs. Password</td>
</tr>
<tr>
<td></td>
<td>High protection: Multi-factor authentication</td>
<td>vs. Multi-factor authentication</td>
</tr>
<tr>
<td>Cloud storage</td>
<td>Identifiable</td>
<td>vs. None</td>
</tr>
<tr>
<td></td>
<td>De-identified</td>
<td>vs. De-identified</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>vs. None</td>
</tr>
<tr>
<td>Data sharing</td>
<td>Third parties</td>
<td>vs. None</td>
</tr>
<tr>
<td></td>
<td>Manufacturer</td>
<td>vs. Manufacturer</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>vs. None</td>
</tr>
<tr>
<td>Purpose</td>
<td>Functionality &amp; Monetization</td>
<td>vs. Functionality</td>
</tr>
<tr>
<td></td>
<td>Functionality &amp; Personalization</td>
<td>vs. Functionality &amp; Personalization</td>
</tr>
<tr>
<td>Security update</td>
<td>None</td>
<td>vs. Automatic</td>
</tr>
<tr>
<td></td>
<td>Automatic</td>
<td>vs. Automatic</td>
</tr>
</tbody>
</table>

Based on the three selected values, for each attribute (e.g., data sharing), we constructed three comparison pairs (e.g., third parties vs. none). Each comparison pair indicates an enhancement of the security or privacy attribute, where the value on the left (e.g., third parties) represents a lower protection level than the one on the right (e.g., none).

**Screening questions.** We started the phase-one survey by asking screening questions. To keep participants from realizing which two smart devices we were specifically considering in our recruitment criteria (smart speaker and smart smoke detector), we diversified the device types in the screening questions by adding a third smart device (smart motion detector). We then asked participants about their intention to buy each of the three smart devices.

For each device type (presented in a random order), we first presented each participant with the link to the device specification (see Appendix B) and asked them three attention-check questions about it (PH1.1-3). We then asked them for their interest in a future marketing research study with a discount coupon of $10 or more to purchase that smart device (PH1.4). The possible answers were: very interested, moderately interested, slightly interested, and not at all interested. To mitigate potential selection bias [47], we implemented a logic such that only the participants who were at least moderately interested in *both the smart speaker and the smart smoke detector*, and had at least two correct attention-check responses for each tested smart device were invited to the phase-one survey. It took participants around 8 minutes to answer the screening questions. Those who were qualified to participate in the main phase-one survey had the option of either continuing to the main survey or leaving and receiving US$1.50 for their time.

**Survey questions.** After presenting the consent form, we asked participants questions about five randomly-selected comparison pairs, one per attribute (see Table 1). We presented each comparison pair individually in its own survey section in which we told participants that the smart device comes with a label that only mentions that specific pair. We then asked participants to explain what each side of the comparison pair means (PH1.5-6). Next we provided participants with our own definitions (see Appendix C), and asked them to specify on a five-point Likert scale how and why each comparison pair would impact their risk perception (PH1.7-10) and willingness to purchase the device (PH1.11-14). We then used MPL to elicit participants’ WTP. We provided participants with an introduction to MPL and some illustrative examples (see Figure 1) before asking them to fill out the table for our first comparison pair. Next we presented an MPL table to participants (PH1.15), where the attribute-value on the right was the one for which participants had indicated higher willingness to purchase than the one on the left. For example, Figure 2 shows the MPL table for the comparison pair security updates: none vs. automatic, where the participant was more willing to purchase the device with automatic updates than one with no updates.

Based on a small-scale interview study, Emami-Naeini et al. presented...
specified the amount of premium for IoT security and privacy to be 10%–30% of the base price of the device [36]. For the smart devices in our study with the base price of $60, this translates to premiums of $6–$18. To consider participants who did not value security and privacy for their smart devices, we symmetrically widened this range and set the lower limit to be $0 and the upper limit to be $25.  

Each table consisted of six rows (see Figure 2), where each row indicated the discount coupons for the attribute-values on the two sides. For the attribute-value on the left, the discount coupon was fixed at $35, while for the attribute-value on the right, it ranged from $35 (top row) to $10 (bottom row), in $5 decrements. We specified the maximum discount coupon based on the amount of premium (i.e., maximum discount = minimum discount of $10 + upper limit of $25).

For each table, we recorded each participant’s choices as a sequence of 6 elements. Recall that the table is structured such that the device on the right is the one that the participant had left

option
no preference
right
option
Figure 1: An example MPL table shown to participants. We explained that their compensation depends on how they fill out the table, i.e., one row of the table would be randomly selected, and the participant’s preferred choice in that row would be implemented (breaking the tie randomly in case of “no preference”). For example, if the second row was selected, the participant would get $9 in cash, while if the third row was selected, the participant would get either a $12 Amazon gift card or $6 in cash, each with 50% probability.

Figure 2: The MPL table for the comparison pair security update: none vs. automatic in the case that the participant’s willingness to purchase is aligned with our hypothesis. In the reverse case, i.e., when the participant is more willing to purchase a device with no updates, the attribute-values on the left and right columns are swapped.

specified a higher willingness to purchase. Therefore, a valid sequence of selected options should have had a general right-to-left pattern from top to bottom, with no switching back. Figure 3 provides examples of valid and invalid sequences. We found no invalid sequences among participants.

Finally, given each participant’s selected choices, we determined the lowest and highest premiums the participant was willing to pay for the comparison pair. We found those limits using the switching point(s), i.e., the row(s) where the participant changed their preferences between the three options. The detailed procedure for deriving the premium limits can be found in Appendix E. We ended the phase-one survey with some demographic questions (PH1.16-PH1.20).

4.2 Data Analysis

4.2.1 Quantitative Data Analysis

We built three regression models to statistically describe participants’ monetary valuation, willingness to purchase, and risk attitudes. The dependent variables (DV) in the three models were as follows:

- Monetary valuation (ranging from -$25 to $25 for phase one and -$45 to $45 for phase two).
- Change in willingness to purchase (5 levels): 1 (strong decrease), 2 (slight decrease), 3 (no impact), 4 (slight increase), 5 (strong increase).
- Change in risk perception (5 levels): 1 (strong decrease), 2 (slight decrease), 3 (no impact), 4 (slight increase), 5 (strong increase).

We conducted model selection with backward elimination to find the best models that explain our DVs. Each model had four independent variables (IV), including:

- sp_comparison: The security or privacy comparison pair with 15 levels (see Table 1).
- device_type: The type of smart device (smart speaker or smart smoke detector).
- presented_order: The ordinal categorical factor with 5 levels, denoting the order in which the comparison pairs were shown to a participant, e.g., first presented comparison pair, second presented comparison pair.
- correct_definitions_frequency: This factor has 3 levels and indicates participants’ level of correctness when defining the attribute-values for that specific comparison pair. Level 0 denotes that none of the associated attribute-values were correctly defined, level 1 denotes one correct definition, and level 2 implies that all the attribute-values were correctly defined.
We used mixed-effects interval regression [91] to model participants’ willingness to pay for improved security and privacy practices. Moreover, we used Cumulative Link Mixed Model (CLMM) regression [26] for the models to describe willingness to purchase and risk perception as their DVs were ordinal. The study had a repeated measures design. Therefore, for all models, we included random effects to count for within-participants data dependencies.

We used AIC to assess the model fit [20] and only included factors that helped improve the models. For all models, in addition to the IVs mentioned, we initially included demographic factors (e.g., age, income) and two-way interactions of the IVs (e.g., interaction of sp_comparison and device_type). However, these factors got removed in the model selection process as they did not improve model fit.

**Mixed-Effects Interval Regression Model.** Consider the \(i\)th observation with participant \(p_i\), whose willingness to pay lies in the interval \([L_i, U_i]\). The mixed-effects interval regression model first defines a linear predictor,

\[
\eta_i = \alpha_0 + \mu_{p_i} + \sum_{j \in \mathcal{F}_i} \alpha_{f_j},
\]

(1)

where \(\alpha_0\) denotes the intercept, and \(\mu_{p_i}\) denotes the random effect of participant \(p_i\), modeled as a Gaussian random variable with zero mean and a variance \(\sigma^2_{\mu}\) determined by the model. Furthermore, \(\alpha_{f_j}\) denotes the model coefficient for a given factor \(f_j\), and \(\mathcal{F}_i\) denotes the IV levels observed in the \(i\)th observation in phase one, i.e.,

\[
\mathcal{F}_i := \{sp\textunderscore comparison}, device\textunderscore type, presented\textunderscore order, correct\textunderscore definitions\textunderscore frequency\}.
\]

(2)

We then fit a Gaussian distribution to the WTP lower and upper limits in the \(i\)th observation with \(\eta_i\) as the mean [91].

**Cumulative Link Mixed Models (CLMMs).** In what follows, we provide details on the model to describe participants’ willingness to purchase. The description of the risk perception model is similar and is, therefore, omitted.

Consider the \(i\)th observation with participant \(p_i\), whose reported willingness to purchase is denoted by a discrete random variable \(W_i \in \{1, \ldots, 5\}\). The probability that the willingness to purchase of the participant in this observation is at most \(w \in \{1, \ldots, 4\}\) is modeled by the CLMM as

\[
Pr[W_i \leq w] = \sigma(\beta_{w|w+1} + \mu_{p_i} - \sum_{f \in \mathcal{F}_i} \gamma_f),
\]

(3)

where \(\sigma(x) = \frac{1}{1 + \exp(-x)}\) denotes the sigmoid function, \(\beta_{w|w+1}\) denotes the threshold parameter between the two consecutive response levels \((w, w+1)\), \(\mu_{p_i}\) denotes the random effect corresponding to participant \(p_i\), with a similar distribution as in (1), and \(\gamma_f\) denotes the CLMM coefficient corresponding to a given factor \(f\).

Based on the cumulative willingness to purchase probabilities in (3), we denote the odds ratio of increased willingness to purchase for a given categorical factor \(f\) with respect to its baseline \(OR_{\text{purchase, baseline}}\) by \(OR_{\text{purchase, +}}^f\). As we prove in Appendix F, this odds ratio can be written in closed form as

\[
OR_{\text{purchase, +}}^f = \exp(\gamma_f).
\]

(4)

We also define the odds ratio of decreased willingness to purchase for a given factor \(f\) with respect to its baseline as

\[
OR_{\text{purchase, -}}^f := \frac{1}{OR_{\text{purchase, +}}} = \exp(-\gamma_f).
\]

(5)

**Baseline selection.** In phase one, when we asked participants what “data to provide personalization” means, several participants (39/87) referred to it as a desirable feature of the smart device, due to its functionality and convenience. Given participants’ desire to have this feature, we hypothesized that it would have a small impact on participants’ risk perception. Hence, we selected functionality & personalization vs. functionality as the baseline for sp_comparison. For presented_order, we selected 1st pair as the baseline. For correct_definitions_frequency, we selected no correct definition as the baseline as it was the first level of the factor. Note that in a regression model, the coefficient of a categorical factor should be interpreted compared to the baseline of that factor. Hence, any level of factors can be selected as the baseline, without any impact on how the model fits the data.

**4.2.2 Qualitative Data Analysis**

We conducted content analysis to qualitatively code participants’ open-ended responses [85]. The first author created the codebook and kept it updated throughout the analysis. For each open-ended question, the first author and another researcher used the codebook to first code 10% of the responses. Then, the coders met to discuss and resolve their disagreements in the codebook. Afterwards, each coder independently coded the rest of the responses and held several discussion meetings with the other coder to go over the coded responses and resolve any remaining disagreements.

**4.3 Findings**

To have enough statistical power to construct our regression models (see Table 2), we needed at least 20 participant responses per security or privacy comparison pair for each device type. Since each participant answered questions about five comparison pairs, we needed at least 120 participants in total. 737 participants finished the screening survey, among which only 159 completed the main survey. Out of those, we excluded 29 participants who had at least one incorrect answer to the attention-check questions. Thus, we ended up with 130 participants. In our final dataset, for each smart device, each comparison pair was answered by 21–28 participants. The participant demographics are provided in Appendix D.

**4.3.1 Label Security and Privacy Definitions**

For each tested comparison pair (e.g., security update: none vs. automatic), we asked participants to define the lower (e.g., no security update) and higher protection (e.g., automatic...
We qualitatively coded participants’ definitions into three categories: correct, incorrect, and none/unclear. Figure 4 shows the fraction of responses in each category across all attribute-values, most of which (11/15) were correctly defined by at least 74% of participants. The definitions given for two attribute-values were mostly incorrect. The first one was having no access control, with 60% incorrect responses. Open-ended responses indicated that for almost all participants who provided an incorrect answer, this attribute-value implied that the manufacturer had no control over the device (while in reality, it meant that the user has no control over who can access their device). P15 said:

"It means that I completely control how the device works. The company has no autonomy over my settings."

Figure 4: Distribution of the correctness of definitions provided by participants for each presented attribute-value. The y-axis shows the exact wording of the attribute-values we asked participants to define. After asking them with their own definitions, we provided all participants with the correct definitions.

Table 2: Regression results of the first phase of our study, corresponding to the interval regression model to describe participants’ WTP, as well as the CLMMs implied that the manufacturer had no control over the device.

<table>
<thead>
<tr>
<th>Row</th>
<th>Model Factor</th>
<th>Willingness to Pay (AIC = 3393.7)</th>
<th>Willingness to Purchase (AIC = 1614.3)</th>
<th>Risk Perception (AIC = 1600.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cloud storage: Identifiable vs. De-identified</td>
<td>13.31</td>
<td>7.89, 18.33</td>
<td>2.56 ***</td>
</tr>
<tr>
<td>2</td>
<td>Access control: None vs. Password</td>
<td>12.74</td>
<td>7.71, 17.78</td>
<td>2.51 ***</td>
</tr>
<tr>
<td>3</td>
<td>Access control: None vs. Multi-factor</td>
<td>12.66</td>
<td>7.75, 17.57</td>
<td>2.51 ***</td>
</tr>
<tr>
<td>4</td>
<td>Security update: None vs. Manual</td>
<td>12.53</td>
<td>7.59, 17.80</td>
<td>2.52 ***</td>
</tr>
<tr>
<td>5</td>
<td>Security update: None vs. Automatic</td>
<td>12.50</td>
<td>7.47, 17.04</td>
<td>2.45 ***</td>
</tr>
<tr>
<td>6</td>
<td>Data sharing: Third parties vs. None</td>
<td>11.80</td>
<td>6.83, 16.78</td>
<td>2.54 ***</td>
</tr>
<tr>
<td>7</td>
<td>Purpose: Functionality &amp; Monetization vs. Functionality</td>
<td>11.79</td>
<td>6.83, 16.75</td>
<td>2.51 ***</td>
</tr>
<tr>
<td>8</td>
<td>Data sharing: Third parties vs. Manufacturer</td>
<td>11.73</td>
<td>6.80, 16.67</td>
<td>2.52 ***</td>
</tr>
<tr>
<td>9</td>
<td>Pota vs. Cloud storage: Identifiable vs. Functionality &amp; Personalization</td>
<td>9.49</td>
<td>4.52, 14.44</td>
<td>2.51 ***</td>
</tr>
<tr>
<td>10</td>
<td>Data sharing: Manufacturer vs. None</td>
<td>6.99</td>
<td>2.06, 11.98</td>
<td>2.54 ***</td>
</tr>
<tr>
<td>11</td>
<td>Cloud storage: Identifiable vs. None</td>
<td>6.64</td>
<td>2.45, 11.85</td>
<td>2.50 ***</td>
</tr>
<tr>
<td>12</td>
<td>Security update: Manual vs. Automatic</td>
<td>5.75</td>
<td>0.79, 10.71</td>
<td>2.53 *</td>
</tr>
<tr>
<td>13</td>
<td>Access control: Password vs. Multi-factor</td>
<td>-2.69</td>
<td>-3.75, 2.45</td>
<td>2.50 0.31</td>
</tr>
<tr>
<td>14</td>
<td>Cloud storage: De-identified vs. None</td>
<td>-0.56</td>
<td>-1.27, 0.15</td>
<td>2.47 *</td>
</tr>
</tbody>
</table>

device_type (baseline = smart smoke and carbon monoxide (CO) detector)
correct definitions_frequency (baseline = No correct definition)
correct definitions frequency

Table 2: Regression results of the first phase of our study, corresponding to the interval regression model to describe participants’ WTP, as well as the CLMMs implied that the manufacturer had no control over the device.

We included all the AIC values for all the three models, which represent the models’ goodness of fit. The second attribute-value was cloud storage: identifiable with 53% incorrect responses. To more than half of the participants (46/88), identifiable cloud storage implied accessible only by the primary user by providing identity information to log in. P79 reported:

"This means I am the only one that could log-in with some personal credentials and retrieve the data the device has recorded/transmitted."

Based on our regression analysis, the type of smart device or any demographic factors, including level of education, had no statistically significant impact on participants’ number of correct definitions for security and privacy attribute-values.

4.3.2 Value of IoT Security and Privacy

We included five security and privacy attributes in our study: access control, cloud storage, data sharing, purpose, and security update. For each attribute, we considered three protection levels, leading to three comparison pairs (see Table 1). Each phase-one study participant was randomly assigned to one of the two smart devices, and presented with five randomly-selected comparison pairs, ensuring that exactly one pair from each of the five security and privacy attributes was shown.

Figure 4: Distribution of the correctness of definitions provided by participants for each presented attribute-value. The y-axis shows the exact wording of the attribute-values we asked participants to define. After asking them with their own definitions, we provided all participants with the correct definitions.
We constructed three statistical models to describe the value of improved security and privacy on participants’ willingness to pay, willingness to purchase, and risk perception. Table 2 shows the outputs of the three statistical models in phase one, where the comparison pairs are ranked according to the USD amount participants were willing to pay for them, denoted by the ‘Estimate’ under the willingness to pay model. In all models, a positive estimate of a factor indicates an increase in the dependent variable (DV) compared to the baseline of that factor, while a negative estimate shows a decrease in the DV. Because of implied enhanced security and privacy protection, we expected that each comparison pair would lower participants’ perceived risk and increase their WTP and their willingness to purchase the smart device.

**Cloud storage.** We tested three comparison pairs: cloud storage: identifiable vs. de-identified, cloud storage: identifiable vs. none, and cloud storage: de-identified vs. none. Among those, we hypothesized that cloud storage: identifiable vs. none would most increase the level of protection and have the largest impact on increasing participants’ WTP and willingness to purchase the smart device. Contrary to our hypothesis, participants found de-identified cloud storage to be more desirable than no cloud storage. In fact, they were significantly more willing to purchase (row 14, estimate $=-0.86$, $p$-value $<0.05$) and pay for (row 14, estimate $=-7.54$, $p$-value $<0.01$) smart devices with de-identified storage, mainly to be provided with the cloud functionality, although no cloud storage significantly lowered the perceived risk (row 14, estimate $=-1.01$, $p$-value $<0.05$) as compared to de-identified storage. P106 stated:

> A device with de-identified storage is much better and functional than one with no storage because it takes away personal identifiers with the added bonus of saving information away from the device.

Among all security and privacy comparison pairs, participants were willing to pay the highest premium for having de-identified cloud storage as opposed to an identifiable one (row 1, estimate $=-13.31$, $p$-value $<0.001$). They were also significantly more willing to purchase a device (row 1, estimate $=1.40$, $p$-value $<0.001$) with de-identified cloud storage than one with identifiable storage. Moreover, model coefficients indicated that de-identified cloud storage significantly reduced (row 1, estimate $=-1.78$, $p$-value $<0.001$) participants’ risk perception compared to identifiable storage.

For all the presented security and privacy attribute-values, we used the same definitions that Emami-Naeini et al. provided in their IoT security and privacy label specification [33]. When defining the possible values (e.g., identifiable, de-identified) for cloud storage, they used a passive voice and did not explicitly specify whether the user or the service provider/manufacturer would store data on the cloud. We hypothesized that depending on who would store data on the cloud, the value of having cloud storage might be perceived differently. To test our hypothesis, we looked into participants’ definitions of de-identified, identifiable, and no cloud storage. For each definition, we then qualitatively coded it into three possible categories: 1) the definition does not explicitly mention who stores the data on the cloud (e.g., P59: “The information that is stored in the cloud is not linked to you or it does not include any personal identification information.”), 2) whether it explicitly mentions that the user would store data on the cloud (e.g., P103: “This means that the consumer is not able to store the data on the cloud.”), and 3) whether it explicitly mentions that the device manufacturer/service provider would store data on the cloud (e.g., P69: “The Model X manufacturer has some kind of cloud storage which is anonymous and is not linked to you.”). All of the definitions fell into one of these categories. We then constructed a mixed-effects interval regression model with random intercept per participant to analyze whether the definition category as the independent variable has any impact on participants’ WTP, willingness to purchase, and risk perception (each as a model dependent variable). Model coefficients indicated that the category did not have a statistically significant impact on the monetary value of security and privacy, as well as participants’ risk perception and willingness to purchase the smart device.

**Access control.** As we expected, compared to having no control over access, participants were willing to pay a significantly higher amount to purchase a device that uses changeable default password (row 2, estimate $=12.74$, $p$-value $<0.001$) or multi-factor authentication (MFA) (row 3, estimate $=12.66$, $p$-value $<0.001$). In addition, both MFA and password significantly reduced participants’ risk perception (access control: none vs. MFA (row 3, estimate $=-2.33$, $p$-value $<0.001$), access control: none vs. password (row 2, estimate $=-2.38$, $p$-value $<0.001$)) and increased their desire to purchase the device (access control: none vs. MFA (row 3, estimate $=1.68$, $p$-value $<0.001$), access control: none vs. password (row 2, estimate $=2.25$, $p$-value $<0.001$)).

Due to its enhanced security protection, we hypothesized that participants would be willing to pay more for a device with MFA than one with password. Our analysis, however, showed otherwise. The risk perception model coefficients indicated that as we expected, participants perceived MFA as a significantly more secure access control option than passwords (row 13, estimate $=1.54$, $p$-value $<0.001$). However, the risk reduction was not enough of a reason to increase our participants’ willingness to purchase or willingness to pay for having MFA over passwords, primarily due to usability challenges associated with MFA. P27 stated:

> I know that multi-factor is probably more secure, but being able to change the default password is easier.

**Security updates.** As we hypothesized, all three comparison pairs for security updates implied enhanced protection and,
thus, significantly decreased participants’ risk perception and increased the premium they were willing to pay.

The model coefficients showed that compared to having no security updates, participants had a significantly higher desire to purchase and were willing to pay significantly more to be provided with manual (row 4, willingness to purchase: estimate = 1.72, p-value < 0.001, WTP: estimate = $12.53, p-value < 0.001) or automatic (row 5, willingness to purchase: estimate = 1.81, p-value < 0.001, WTP: estimate = $12.26, p-value < 0.001) updates.

Based on the regression analysis, participants’ WTP was significantly higher for having automatic security updates compared to manual updates (row 12, willingness to purchase: estimate = 1.73, p-value < 0.001) and therefore were significantly more willing to purchase and pay (row 6, estimate = $11.8, p-value < 0.001 and row 10, estimate = $6.99, p-value < 0.01) when having the assurance that no one will have access to the collected data. However, when offered two alternatives—data shared with the company only or third parties—the decrease in risk perception and increase in willingness to pay were most significant when assessing the fourth scenario.

Purpose of data collection. We considered three values for the purpose of data collection: providing device functionality only, providing device functionality and personalization, and providing device functionality and monetization. To be more realistic, we included the purpose of providing main device functionality in all the three values as we expected this purpose to be common across smart devices.

Participants were strongly against data monetization. Regression coefficients indicated that compared to monetization, participants had a significantly higher desire to purchase and were willing to pay significantly more to have their data used only to provide and improve main device functionality (row 7, willingness to purchase: estimate = 1.96, p-value < 0.001, WTP: estimate = $11.79, p-value < 0.001) or for personalization (row 9, willingness to purchase: estimate = 0.88, p-value < 0.05, WTP: estimate = $9.48, p-value < 0.001).

We expected participants to pay more for data not being used for personalization. However, many participants reported that they would like to have personalization and, contrary to our hypothesis, were willing to pay more to be provided with it.

I don’t trust what third parties will do with my information. They may use that information to try to market their products to me.

Other model factors. Based on the regression analysis, the type of smart device (row 15) did not have a significant impact on participants’ purchase behavior. However, having more accurate definitions (rows 16-17) for the attribute-values of the comparison pairs led to a significant decrease in risk perception and increase in the amount of premium participants were willing to pay. In our models, we controlled for the presented order of the comparison pairs (rows 18-21). In general, the risk gradually decreased and willingness to pay increased as participants were presented with more scenarios. The decrease in risk perception and increase in willingness to pay were most significant when assessing the fourth scenario.
Our qualitative analysis indicated that when assessing the value of privacy improvements (cloud storage, data sharing, and purpose), the majority of participants did not explicitly mention the IoT device in their responses, suggesting that their valuation could be general regardless of the device (e.g., mobile phone) or platform (e.g., social media). On the other hand, most participants mentioned the smart device in question when assessing the value of security attributes (security update, access control). For example, when comparing manual security updates vs. automatic updates, several participants reported that they are concerned about the functionality of their smart home devices and prefer to manually update them not to encounter unintended device behavior instead of them being automatically updated. In addition, when the device was smart speaker, most participants attributed their high monetary value for having access control to the shared usage of the device in their household.

5 Phase-Two Study (PH2)

In the phase-one study, we examined the impact of security and privacy improvements on participants’ purchase behavior when presented individually. In phase two, we examined the impact of five security and privacy improvements on participants’ purchase behavior when presented together as they might be on an IoT label.

5.1 Study Design

Label comparison pairs. We designed a within-subjects survey for phase two. Based on the phase-one findings, we created three types of security and privacy labels: least protective, most protective, and no information label. We specified the attributes on the most protective and least protective labels based on how each tested security and privacy comparison pair in phase one influenced participants’ perceived risk (see Section 5.3). We specified the security and privacy attributes on the no information label to “not disclosed.” We constructed three label comparison pairs (e.g., least protective label vs. most protective label), which we used as the within-subjects factor. From phase one, we found that device type is not a significant factor in changing participants’ purchase behavior. Thus, we only included smart speaker in phase two.

Screening questions. In our screening survey, we first asked attention-check questions about the device specifications (PH2.1-3) and then asked screening questions on participants’ interest in purchasing the smart device (PH2.4). We aimed to recruit participants who had at least two correct responses to the attention-check questions and were also moderately or very interested in participating in our study and purchasing a soon-to-be-released smart speaker. The screening questions took on average 7 minutes to answer. Participants who did not continue after the screening questions were compensated with US$1.50.

Survey questions. To capture participants’ understanding of the label security and privacy information, we asked them multiple-choice questions about all the elements of the least protective and most protective labels (PH2.5). In each question, we asked participants to select the correct answer related to the definition of the presented attribute-value. Three of the answer choices were based on the common misunderstandings we found from participants’ definitions in the first phase and the fourth choice was the correct answer. To ensure participants had a correct understanding of the security and privacy attribute-values, we only analyzed data from participants who correctly answered all the definition-related questions.

For each pair, we asked how and why the pair would impact participants’ risk perception (PH2.6-9) and willingness to purchase (PH2.10-13). We then used MPL to elicit participants’ willingness to pay for each label comparison pair (PH2.14). We extended the MPL premium range to $0–$45 (compared to $0–$25 in phase one) due to expected added value of having multiple security and privacy improvements on the label as opposed to individual improvements in phase one. We ended the second-phase survey with demographic questions (PH2.15-19).

5.2 Data Analysis

Similarly to the phase-one study, we constructed three regression models to quantitatively analyze participants’ responses in phase two. The dependent variables (DVs) in the three models were as follows:

- Monetary valuation (ranging from -$45 to $45).
- Change in willingness to purchase (5 levels): 1 (strong decrease), 2 (slight decrease), 3 (no impact), 4 (slight increase), 5 (strong increase).
- Change in risk perception (5 levels): 1 (strong decrease), 2 (slight decrease), 3 (no impact), 4 (slight increase), 5 (strong increase).

We conducted model selection with backward elimination to find the models that best fit phase-two close-ended responses. Here, each model had a single independent variable (IV), label comparison, with 3 levels: 1) least protective label vs. most protective label, 2) no information label vs. most protective label, and 3) no information label vs. least protective label. Similar to phase one, the second phase of our study had a repeated measures design. Therefore, for all models, we included random effects to count for within-participants data.
18 participants who had at least one incorrect answer to the (see Table 3). We chose the attribute-values to use on the as well as the CLMMs to describe participants’ willingness to purchase and risk perception. Each row corresponds to a single factor, and shows the resulting model value having transparency over security and privacy practices Table 4: Regression results of the phase-two study, corresponding to the mixed-effects interval regression model to describe participants’ willingness to pay, as values for all the three models, which represent the models’ goodness of fit. The analysis showed that we need at least 47 responses dependencies. We used the same regression analysis methods as in phase one to construct CLMM and mixed interval regression models (see Section 4.2.1). We also followed the same qualitative analysis method as in phase one to qualitatively code the open-ended responses (see Section 4.2.2).

5.3 Findings

We conducted the power analysis based on the mixed-effects regression model we planned to run for the phase-two study. The analysis showed that we need at least 47 responses for each label comparison pair. We reached our goal after recruiting 250 participants in the screening survey. Among those, 68 answered the main survey. We further excluded 18 participants who had at least one incorrect answer to the attention-check questions. Thus, we ended up with 50 participants, leading to 50 observations for each label comparison pair. Participant demographics are provided in Appendix D.

In our phase-two study, we explored how much participants value having transparency over security and privacy practices of smart devices when presented holistically on an IoT label. Given the findings of phase one, we created three label types: most protective, least protective, and no information (see Table 3). We chose the attribute-values to use on the most and least protective labels by considering the regression coefficients of the risk perception model in Table 2. For each attribute, we selected the comparison pair that had the largest impact on participants’ risk perception. The resulting comparison pairs for the five attributes are:

- Cloud storage: Identifiable vs. De-identified
- Access control: None vs. Multi-factor authentication
- Security update: None vs. Automatic
- Data sharing: Third parties vs. None
- Purpose: Functionality & Monetization vs. Functionality

For each comparison pair, we added the left-side value (i.e., the less protective one) to the least protective label and its right-side value (i.e., the more protective one) to the most protective label. We marked all the values in the no information label scenario as ‘not disclosed’ (see Table 3).

In the survey, we presented three smart speaker models to participants: Model X with the most protective label, Model Y with no information label, and Model Z with the least protective label. These three models had identical technical specifications (see Appendix B) and only differed in their security and privacy attributes. Using the three label types, we created three label comparison pairs (label_comparison) no information label vs. most protective label, no information label vs. least protective label, and least protective label vs. most protective label. For each label comparison pair (e.g., no information label vs. most protective label), we expected the left component (e.g., no information label) to be less desired than the right component (e.g., most protective label). Therefore, we hypothesized that participants would be willing to pay significantly more for having the smart device with the right component compared to the left component.

Our results showed that participants were indeed willing to pay more for multiple security and privacy improvements than any individual one. However, the premium they were willing to pay for multiple improvements was less than the sum of premiums for individual improvements. The regression analysis (see Table 4) showed that compared to having risky security and privacy practices or no transparency, participants were significantly more willing to purchase (row 1, estimate = 9.01, p-value < 0.001 and row 2, estimate = 7.61, p-value < 0.001) and willing to pay significantly higher premiums (row 1, premium = $38.36, estimate = $61.19, p-value < 0.001 and row 2, premium = $33.63, estimate = $56.46, p-value < 0.001) to have a smart device with improved security and privacy practices. Note that the difference between the model estimates and the premiums is due to the model intercept (row 7, α0 = −$22.83). P28 compared Model X (most protective label) and Model Z (least protective label):

I would definitely pay more for Model X that comes with good practices vs Z that has really bad ones. Model X has privacy and security that seems to have the user’s safety in mind. It protects me and my information, by not sharing my data, providing automatic security updates, and so on. Model Z seems to exist to benefit everyone but
Contrary to our hypothesis, participants preferred purchasing a smart device with no security or privacy information compared to a smart device with least protective label. The regression analysis showed that compared to having no transparency, participants were willing to pay significantly less for a device that has the least protective label (row 7, estimate = −$22.83, p-value < 0.001). Several participants (15/50) reported that without a label, they would assume the device is similar to other devices on the market and follows similar security and privacy practices. P5 compared Model Y (no information label) and Model Z (least protective label):

Model Y’s information is not disclosed, which makes me think it is likely similar to other models in the market ... which are probably less risky [than Model Z].

6 Limitations

We recruited participants through Prolific. Although commonly used in user research, crowdsourcing platforms are not representative of the average population [80]. In addition, our study only examined online purchase behavior of US participants. Surveys have shown that the majority of US consumers of smart devices make their device purchases online [46]. However, it is still important to study the valuation of in-person consumers and from different countries. Despite these limitations, online crowdsourcing platforms are commonly used to elicit consumers’ IoT purchase behavior [16, 71]. In addition, we recruited only US participants, limiting our conclusions to the US context.

We used multiple price list (MPL) to elicit participants’ true monetary valuation for security and privacy, which introduces limitations. In real-world purchase scenarios, consumers usually do not fill out a survey. We used a survey design to control for study factors without introducing confounding variables of real purchase settings. In addition, the premium that participants could pay and the step size were limited by the MPL table [3, 9]. Although the amount of premium could depend on several factors, including the base price of the device, we believe our study accurately provides the relative importance of security and privacy comparison pairs and labels.

Moreover, in our study, we used the same security and privacy practices identified by Emami-Naeini et al. [34]. However, participants could have various familiarity levels with the tested practices. The familiarity level and how realistic and useful they perceived the practices to be could impact their risk perception and purchase behavior, which should be considered in future work.

7 Discussion

Through our two-phase incentive-compatible design, we quantified the monetary value of IoT security and privacy factors communicated to consumers at the point of sale, either individually or holistically. Our statistical analysis showed that consumers are willing to pay a significant dollar amount for purchasing the smart device with improved security and privacy practices when considering the two devices together. However, increased protection was not always enough: our qualitative analysis showed that concerns about usability (password vs. multi-factor authentication, row 13 in Table 2), and convenience (de-identified cloud storage vs. no cloud storage, row 14 in Table 2) could push consumers away from purchasing the more secure smart devices, even when consumers perceived them as lower risk.

Willingness to purchase leads to willingness to pay. In their recent work [35], Emami-Naeini et al. explored the role of IoT security and privacy practices on participants’ hypothetical purchase behavior, studying how the most and least protective values of each security or privacy attribute would impact participants’ risk perception and willingness to purchase a device. We build on [35] by considering three protection values (least protective, medium protective, and most protective) for each security or privacy attribute and use an incentive-compatible method to quantify the premium consumers are willing to pay to have improved security and privacy. We found similar risk perception and willingness to purchase results for the attribute-values as in [35]. However, our current study also found that participants’ willingness to purchase was aligned with their willingness to pay for almost all improved security and privacy practices (see Table 2).

Need for mandatory IoT labels. In phase two of our study, we studied the monetary value of security and privacy features when presented holistically on an IoT label (see Section 5). Our quantitative analysis showed that consumers are willing to pay a significant premium for smart devices with improved security and privacy (see rows 1 and 2 in Table 4). However, consumers also indicated a significantly higher willingness to pay for a smart device with no security and privacy information than a device with a label indicating risky security and privacy practices (see row 7 in Table 4). Our qualitative analysis showed that when security and privacy information was not mentioned, participants assumed that the device’s practices were not that risky (see Section 5.3). This finding suggests that if not required to adopt the IoT label, device manufacturers with insecure and privacy-invasive practices can leverage this and avoid disclosing their practices.

Currently, IoT security and privacy labels have been deployed as a voluntary program in a few countries, including Singapore [28] and Finland [38], and is on their way to be deployed in Australia [90]. Similarly, in the US, policymakers in collaboration with the National Institute of Standards and Technology (NIST) and other organizations are currently working on specifying how the labeling program should look like [73]. In order to put less pressure on the IoT market, current national and international IoT labeling efforts are focused on incentivizing IoT device manufacturers to voluntarily adopt the security and privacy labels. Confirming past research [13], our findings (see Section 5) suggest that voluntary labeling programs might not be as effective in
increasing consumers’ awareness and protection in the long run. To help consumers make informed purchase decisions when doing comparison shopping, we recommend that policymakers implement mandatory labeling programs. Enforcing IoT labels, however, has its own challenges for stakeholders, including consumers and device manufacturers, that need to be carefully studied and addressed. One of the challenges of enforcing product labels could be information overload [32, 37]. Although this challenge is not unique to IoT security and privacy labels [89], the complex nature of security and privacy information could further lead to consumer confusion when making device purchases. Moreover, IoT labeling programs could pose a large financial cost for device manufacturers. The cost of labeling has been estimated to be $4,000 on the lower end and up to $700,000 for large device companies [30].

**Education needs to accompany the label.** Prior to presenting our definitions to participants, we asked them to define the attribute-values of each security and privacy comparison pair (see Section 4.3.1). Our regression models (see rows 16 and 17 in Table 2) indicated that those who correctly defined the security and privacy attribute-values were willing to pay a significant premium to purchase a more protective smart device, implying that prior knowledge about the attributes is important. This accords with the food domain, where prior knowledge about the ingredients has been shown to significantly impact the effectiveness of nutrition labels [23, 67, 69].

In addition, our regression models showed that participants were willing to pay more for having security and privacy improvements that decreased their risk perception (see models Willingness to Pay and Risk Perception in Table 2). This suggests that consumers who have a better understanding of the risks associated with security and privacy practices have a higher appreciation of the improved protection provided by their smart devices. Due to lack of usability and convenience, our qualitative analysis (see Section 4.3.2) showed that some participants would decline to take additional steps to improve their security and privacy (e.g., using multi-factor authentication, as opposed to having password). Knowing about the potential risks could be especially useful for communicating the value of this type of practices.

Prior research has shown that people are prone to loss aversion [95] and that a loss-framed message leads to more secure behavior [81]. Therefore, when people have a better understanding of the risks, they would be more willing to protect themselves. This suggests that to further inform consumers and help them value the offered security and privacy protections, IoT labels should disclose the potential risks of not having the offered security or privacy practices. For example, in the case of security updates, the manufacturer could use the device label to disclose the potential risks of not receiving the updates automatically or forgetting to install them manually.

To further inform consumers’ purchase decision-making, IoT labels should come with an educational component. The significance of having a robust consumer education program has been highlighted in the NIST proposal to design IoT security and privacy labels [73]. The NIST document provided a few factors that should be included in such an educational component, but presented no empirical evidence to justify their efficacy. Based on our research findings, we recommend that designers of such educational programs include usable information on the definitions of the devices’ security and privacy practices and the risks associated with each practice.

**8 Conclusion**

Due to lack of information, consumers are unable to consider security and privacy when purchasing smart devices and it is unclear how much they would value such information if being presented at the point of sale. We recruited 180 participants and conducted a two-phase incentive-compatible study on Prolific to explore how much participants value purchasing smart devices with enhanced security and privacy practices when being communicated on an IoT device label. Our findings showed that participants were willing to pay significant premiums to purchase a smart device with a single improved security and privacy practice, such as having de-identified vs. identifiable cloud storage. Moreover, we found that presenting multiple security and privacy protections together drives the premiums consumers would be willing to pay even higher.
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A Survey Procedure

The survey questions and debriefing statements can be found at https://anonymous.4open.science/r/MonteryValueSPSurvey-673D/USENIX2023_MonetaryValueofSP_CameraReady_SurveyAppendix.pdf.

B Smart Device Specifications

We prepared a specification table for each of the four smart devices we included in the study (we selected the smart speaker and smart smoke detector for phase-one study and smart speaker for phase-two study). Each sheet in the following link shows a copy of the specification of one of the smart devices: https://docs.google.com/spreadsheets/d/1KE-ALWH_bZGHSTVMhJDFrIE3GcCLwPXvmbOlfVTRO/edit?usp=sharing.

C Attribute-Value Definitions

The attribute-value definitions can be found in Table 5.

D Demographic Information

Table 6 contains participants’ demographic information.

E Procedure to Derive Participants’ Willingness to Pay Limits

For each of the five comparison pairs shown to each participant, we categorized their willingness to purchase response into one of the following three buckets:

1. Slightly/strongly increased willingness to purchase: This was aligned with our hypothesis, in which case, we set $L_{init} = \emptyset$, and $U_{init} = $25.
2. Slightly/strongly decreased willingness to purchase: This was contrary to our hypothesis, in which case, we set $L_{init} = $0, and $U_{init} = $25.
3. No impact on willingness to purchase: In this case, we set $L_{init} = $0 or $U_{init} = $25, with each 50% probability, and we set $L_{init} = -$25 and $U_{init} = $25.

In the above scenarios, aligned is a Boolean variable indicating whether the response matched our hypothesis, and $(L_{init}, U_{init})$ respectively denote the potential lowest and highest premiums the participant was willing to pay. Then, denoting the participant’s sequence of selected elements by $\text{seq}$, we used Algorithm 1 to determine the lowest and highest premiums the participant was willing to pay for the comparison pair. This algorithm finds the switching point(s) between the three options (R, N, and L, corresponding to the right, no preference, and left options, respectively), and sets the lower and upper limits of the participant’s willingness to pay based on the premiums at those switching point(s). It finally negates the resulting limits if the participant’s willingness to purchase was contrary to our hypothesis.

F Proof of (4)

For a given factor $f$, $\text{OR}^f_{\text{purchase}, \pm}$ is defined as

$$\text{OR}^f_{\text{purchase}, \pm} := \frac{\text{Pr}(\text{increased w.t. purchase } | f) \cdot \text{Pr}(\text{increased w.t. purchase } | \text{baseline})}{\text{Pr}(\text{increased w.t. purchase } | \text{baseline})}$$

where $\text{Pr}(\text{increased w.t. purchase } | f)$ and $\text{Pr}(\text{increased w.t. purchase } | \text{baseline})$ denote the probabilities that the willingness to purchase slightly/strongly increases given the factor $f$ and the factor baseline $f_{\text{baseline}}$, respectively.
Table 5: Attribute-value definitions that we presented to participants. The first column contains the exact wordings that we used for attribute-values when we asked participants to define them.

<table>
<thead>
<tr>
<th>Attribute-Value Definition</th>
<th>Pre-Study (%)</th>
<th>Phase-One Study (%)</th>
<th>Phase-Two Study (%)</th>
<th>Census (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No access control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changeable default password</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-factor authentication</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identifiable cloud storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do-identified cloud storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No cloud storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data sharing with third parties</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data sharing with manufacturer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data sharing with no-one</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data collection for monetization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data collection for personalization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data collection for device functionality</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No security updates</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual security updates</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automatic security updates</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric</th>
<th>Levels</th>
<th>Pre-Study (%)</th>
<th>Phase-One Study (%)</th>
<th>Phase-Two Study (%)</th>
<th>Census (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>31</td>
<td>54</td>
<td>37</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>65</td>
<td>46</td>
<td>63</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>Non-binary</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Premium</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>High school</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>School</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Some college (no degree)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Age</td>
<td>18-25 years</td>
<td>32</td>
<td>42</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>30-49 years</td>
<td>39</td>
<td>46</td>
<td>46</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>50-64 years</td>
<td>9</td>
<td>12</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>65+ years</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>No high school</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>High school</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Some college (no degree)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Associate</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Bachelor</td>
<td>39</td>
<td>42</td>
<td>39</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Master</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Professional</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Doctorial</td>
<td>13</td>
<td>4</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Income</td>
<td>&lt;$1,000</td>
<td>9</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$10,000-$15,999</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$20,000-$29,999</td>
<td>13</td>
<td>4</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>$30,000-$39,999</td>
<td>13</td>
<td>4</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$40,000-$49,999</td>
<td>13</td>
<td>17</td>
<td>30</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>$50,000-$59,999</td>
<td>0</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$60,000-$69,999</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>$70,000-$79,999</td>
<td>9</td>
<td>17</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$80,000-$89,999</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$90,000-$99,999</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$100,000-$149,999</td>
<td>13</td>
<td>22</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$150,000 or more</td>
<td>0</td>
<td>12</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Professional</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Doctorial</td>
<td>13</td>
<td>4</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>&lt;$140,000</td>
<td>9</td>
<td>0</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$150,000 or more</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Professional</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Algorithm 1 Lower and upper limits of willingness to pay

Input: aligned, \( U_{init} \), seq
Output: \( L, U \)

1. if seq includes R then
   2. \( L \leftarrow \) premium in the last row with response R
   3. else
   4. \( \hat{L} \leftarrow U_{init} \)
   5. end if
6. if seq includes L then
7. \( U \leftarrow \) premium in the first row with response L
8. else
9. \( \hat{U} \leftarrow U_{init} \)
10. end if
11. if aligned = True then
12. \(\text{return } L, U \)
13. else
14. \(\text{return } \neg U, -L \)
15. end if

Given (3), the probability of increased willingness to purchase given a categorical factor \( f \) for a typical participant in phase one can be written as

\[
Pr(\text{increased w.t. purchase } | f) = Pr(W \geq 4 | f) = 1 - Pr(W \leq 3 | f) = 1 - \sigma(\beta_3 | \gamma_f),
\]

where in (a), we freeze the typical participant random effect at its mean, i.e., zero. Combining (7) with (6) implies that the odds ratio of increased willingness to purchase can be written in closed-form as

\[
OR_{\text{purchase}}^{\gamma_f} = \frac{\exp(\gamma_f - \beta_{34})}{\exp(\gamma_f - \beta_{34} - \gamma_{\text{baseline}})} = \frac{\exp(\gamma_f)}{\exp(\gamma_{\text{baseline}} - \beta_{34})}.
\]