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SYNOPSIS

Much current research in computer science is devoted to the automatic analysis and improvement of programs. The central theme explored in this dissertation is symbolic evaluation: the determination of general, symbolic representations for values of text within programs, holding over all executions. These representations are called covers and are terms (i.e. expressions containing no predicates) in a first order logical language.

We are interested in efficient techniques for symbolic evaluation since applications (such as the optimization of source code before compilation) require results swiftly and inexpensively.

Our approach is combinatorial in nature; this reflects our view that the discovery of the combinatorial structure of symbolic evaluation is crucial to the development of efficient methods for carrying it out.

We assume a global flow model of a program P wherein the flow of control through P is represented by a directed graph with nodes corresponding the blocks of linear blocks of code and the edges indicate possible flow of control between the blocks.

In Chapter 1, we define the relevant graph terminology, review the global flow model, and formally define the notion
of a cover. Further, we give a construction demonstrating that the problem of computing a minimal (best possible) cover in the domain of integers is recursively unsolvable. This implies that various global flow problems are also unsolvable in the arithmetic domain, including constant propagation, discovery of redundant computations, and loop invariants. Previous results by Kam and Ullman[KU2] showed certain global flow problems in abstract (nonarithmetic) domains to be unsolvable.

Kildall's iterative method[Ki] for symbolic evaluation may be used to compute a class of good, approximately minimal covers. In Chapter 2, we show that the minimal cover of this class is unique. Also, we present a direct (noniterative) algorithm for computing this cover with considerably less time and space complexity than the method of Kildall. This direct method is based on the use of a special class of graphs, called global value graphs, similar to those used by Schwartz[Sc2] to represent the flow of values (rather than control) through the program. Certain key lemmas and theorems in this chapter characterize the cover which we wish to construct in terms of a global value graph and reduce the symbolic evaluation to computing dominator trees (trees used to represent the path structure of digraphs) for which there is a very efficient algorithm due to Tarjan[T4].
Chapter 3 extends our techniques for symbolic analysis to a class of programs (such as those written in LISP 1.0) which have operations for the construction of structured objects (such as `cons`), and selection of subcomponents (such as `car` and `cdr`), but no "destructive" operations (such as `replaca` or `replacd` in LISP 1.5). A key problem here is the "propagation of selections" which is the determination of all objects which a selection operation may reference. The propagation of selections was previously used by Schwartz[Sc2] for a different purpose, but he gave no explicit algorithm for carrying it out. We show that this problem is at least as hard as transitive closure, but give a relatively efficient bit vector algorithm for its solution. We define a class of covers similar to those of Chapter 2, but which take into account reductions due to selections of subcomponents. The computation of covers of this sort is reduced to the techniques of Chapter 2. We also introduce the concept of a type cover: an expression for the type (rather than value) of a text expression and holding over all executions of the program. We show that a type cover of a program P is equivalent to a (value) cover of program derived from P by substituting types for atoms and with an appropriate interpretation containing a universe of types, rather than structured values.

Chapter 4 presents an algorithm for symbolic evaluation which is very fast (requiring an almost linear number of bit
vector operations for all flow graphs), but gives in general less powerful results than the method of Chapter 2. The results of this chapter may be used to speed up the method of Chapter 2.

Finally, in Chapter 5 we discuss in detail a particular code optimization, called code motion, which requires the covers we have computed in the preceding chapters. Code motion is the process of moving computations as far as possible out of cycles, to locations in the program where they are executed less frequently. Covers help us determine how far we may move computations before they are no longer defined. We present two formulations of code motion and also give algorithms for carrying them out in almost linear time (our algorithm for the first version is restricted to reducible flow graphs, but the other runs efficiently on all flow graphs).
CHAPTER 1
INTRODUCTION

1.1 Overview.

We rely on a global flow model of a computer program. The only statements in the programming language retained in the model are assignment statements whose left-hand sides are variables and whose right-hand sides are expressions built up from fixed sets of variables, function signs, and constant signs. All intraprogram control flow is reduced to a directed graph called a control flow graph indicating which blocks of assignment statements may be reached from which others, but giving no information about the conditions under which such branches might occur. Executions of the program correspond to paths through the control flow graph beginning at a distinguished start block, although not every such path in this graph need correspond to a possible execution of the program. Section 1.3 describes this global flow model in detail and in Section 1.5 we extend the model to allow for subroutining.
Figure 1.1 A control flow graph.
The utility of the global flow model is that many program analysis and improvement problems may be formulated as combinatorial problems on digraphs. A central program analysis problem of interest is symbolic evaluation: the discovery, for each expression $t$ in the text of the program, of a closed form expression $\alpha$ for the value of $t$ which is valid over all executions of the program. Such an expression $\alpha$ will be said to cover $t$. We assume that $\alpha$ holds over all paths from the start block to the block where $t$ is located and furthermore, $\alpha$ is a term in a first order language; that is an expression containing no predicates and built from function signs, constant signs, and variables on input to particular blocks of assignment statements.

We now consider Kildall's [Ki] "expression optimizations" for improving the efficiency of object code derived from text expressions, and relate these optimizations to covers.

1) constant propagation (or folding) is the substitution of constant signs for text expressions covered by constants.

2) More generally, a text expression $t$ located at block $n$ is redundant if on all paths from the start block to $n$ another text expression $t'$ yields a computation equivalent to that of $t$. Thus $t$ may be replaced by a load operation from a temporary address containing the result of some such equivalent previous computation. In a somewhat restricted
version of this optimization, each such \( t' \) has the same
cover as \( t \).

3) **Code motion** is the process of moving code as far as
possible out of cycles in the control flow graph (i.e. out
of program loops). The **birth point** of text expression \( t \) is
the earliest block \( n \) in the control flow graph (relative to
the partial ordering of blocks by domination with the start
block first) where the computation of \( t \) is defined. Any
block \( n \) occurring between (relative to this domination
ordering) \( n \) and the original location of \( t \) has a cover for \( t \)
in terms of covers for the variables at \( n \). The earliest
such block \( m \), with the further property that the computation
of \( t \) can induce no new errors at block \( m \), is called the **safe
point** of \( t \); the computation of \( t \) may safely be moved to \( m \).
(The text expression appropriate at node \( n \) may not be
lexically identical to \( t \), but is given by the cover of \( t \) in
terms of the variables on input to \( m \).) The safety of code
movement is also discussed in [CA,G,E,Ke1] and in Chapter 5
we discuss other restrictions to code motion in detail.

4) A cover for a variable on exit from a block in a
program loop is a **loop invariant**. This problem is discussed
in detail in Fong and Ullman[FU] and Wegbreit[W].

Various algorithms[A,C,GW,HU2,KU1,Ke2,Ke3,S, T4,U] have
been developed for solving "easy" versions of global flow
problems where the transformations through blocks can be
computed by bit vector operations. Kildall[Ki] formulates
the above expression optimizations in a more general manner so that transformations through blocks are computed by operations on expressions, rather than on bit vectors. Kildall's expression optimizations may give considerably more powerful results than the easier code improvements; however, we shall demonstrate in Section 1.4 that it is not possible in general to compute exact solutions of Kildall's expression optimization problems in the arithmetic domain. (Kam and Ullman[KU2] have recently demonstrated that there exist global flow problems posed in certain non-arithmetic global flow analysis frameworks which are unsolvable.) It follows that we must look for heuristic methods for good, but not optimal, solutions to these problems.

In order to compare our methods with others we must fix the relevant parameters of the program and control flow graph. Let n and a be the cardinality of the node and edge sets, respectively, of the control flow graph; and let σ be the number of variables occurring within more than one block of the program (if we built into the programming language a construct for the declaration of variables local to a block, then the parameter σ is the number of global variables); and let l be the length of the program text. Our careful consideration of the parameter l - avoiding, for example, redundant representations of the same expression - is one of the novelties of our approach; previous authors have analyzed their algorithms primarily from the point of view
of the control flow graph parameters $n$ and $a$.

Kildall [Ki] presents an algorithm, based on an iterative method, for computing approximate solutions to various expression optimization problems. A version of the Kildall algorithm used for the discovery of constant text expressions may require $\Omega(\sigma(1+a))$ elementary steps and $\Omega(\sigma a)$ operations on bit vectors of length $O(\sigma I)$. ($\Omega(f(x))$ is a function bounded from below by $k\cdot f(x)$ for some $k$. See Knuth [Kn2].) Kam and Ullman [KU2] show that the Kildall algorithm discovers only a restricted class of text expressions covered by constant signs.
Figure 1.2. (From [KU2]) \( z^{n^+} = x^n y^n \) is a text expression which is covered by a constant sign but is not discovered by Kildall's algorithm.
Kildall's algorithm may also be used to compute a certain class of covers, which we characterize as fixed points of a functional \( f \) mapping approximate covers to improved covers. Fong, Kam, and Ullman[FKU] give another algorithm, based on a direct (noniterative) method which gives weaker results than Kildall's algorithm and is restricted to reducible flow graphs. Kildall's algorithm may require \( \Omega(n^2) \) elementary steps and Fong, Kam, and Ullman's algorithm may require \( \Omega(\alpha \log(\alpha)) \) elementary steps. A main inefficiency of both of these algorithms is in the representation of the covers. Directed acyclic graphs (dags) are used to represent expressions, but separate dags are needed at each node of the flow graph. Since a dag representing a cover may be of size \( \Omega(\alpha) \) the total space cost may be \( \Omega(\alpha n) \). Various operations on these dags, which are considered to be "extended" steps by Fong, Kam, and Ullman[FKU], cost \( \Omega(\alpha) \) elementary steps and cannot be implemented by any fixed number of bit vector operations. In general, any global flow algorithm for symbolic evaluation which attempts to pool information separately at each node of the flow graph will have time cost of \( \Omega(\alpha^2) \), since the pools on every pair of adjacent nodes must be compared. Since \( 1 \geq n \), such a time cost may be unacceptable for practical applications.

The global value graphs used in Chapter 2 are related to a structure used by Schwartz[Sc2] to represent the flow
of values through the program. The use of a special global value graph \( GV^* \) leads to a relatively efficient direct method for symbolic evaluation which works for all flow graphs. The method derives its efficiency by representing the covers with a single dag, rather than a separate dag at each node. \( GV^* \) is of size \( O(a+1) \), although the results of Chapter 4 may be used to build a global value graph \( GV^+ \) which in many cases is of size \( O(a+1) \) but may grow to the same size as \( GV^* \). In elementary operations, the time cost of our algorithm for the discovery of constants (the constants found by Kildall's algorithm) is linear in the size of \( GV^+ \), and our algorithm for finding the cover which is the minimal fixed point of \( v \) requires time almost linear in the size of the \( GV^+ \). (Our algorithms work for all flowgraphs.) Thus our algorithm for symbolic evaluation takes time almost linear in \( \sigma a + 1 \) (\( a + 1 \) in many cases), as compared to Kildall's which may require \( \Omega(n^2) \) steps.
1.2 **Graph Theoretic Notions.**

A digraph $G = (V, E)$ consists of a set $V$ of elements called nodes and a set $E$ of ordered pairs of nodes called edges. The edge $(u,v)$ departs from $u$ and enters $v$. We say $u$ is an immediate predecessor of $v$ and $v$ is an immediate successor of $u$. The outdegree of a node $v$ is the number of immediate successors of $v$ and the indegree is the number of immediate predecessors of $v$.

A path from $u$ to $w$ in $G$ is a sequence of nodes $p = (u=v_1,v_2,...,v_k=w)$ where $(v_i,v_{i+1}) \in E$ for all $i, 1 \leq i < k$. The length of the path $p$ is $k-1$.

The path $p$ may be built by composing subpaths:

$p = (v_1,...,v_i) \ast (v_i,...,v_k)$.

The path $p$ is a cycle if $u = w$. A strongly connected component of $G$ is a maximal set of nodes contained in a cycle.

A node $u$ is reachable from a node $v$ if either $u = v$ or there is a path from $u$ to $v$.

We shall require various sorts of special digraphs. A rooted digraph $(V, E, r)$ is a triple such that $(V, E)$ is a digraph and $r$ is a distinguished node in $V$, the root. A flow graph is a rooted digraph such that the root $r$ has no predecessors and every node is reachable from $r$. A digraph
is labeled if it is augmented with a mapping whose domain is the vertex set. A oriented digraph is a digraph augmented with an ordering of the edges departing from each node. We shall allow any given edge of an oriented graph to appear more than once in the edge list.

A digraph G is acyclic if G contains no cycles, cyclic otherwise. Let G be acyclic. If u is reachable from v, u is a descendant of v and v is a ancestor of u (these relations are proper if u ≠ v). Nodes with no proper ancestors are called roots and nodes with no proper descendants are leaves. Immediate successors are called sons. Any total ordering consistent with either the descendant or the ancestor relation is a topological ordering of G.

A flow graph T is a tree if every node v other than the root has a unique immediate predecessor, the father of v. A topological ordering of a tree is a preordering if it proceeds from the root to the leaves and is a postordering if it begins at the leaves and ends at the root. A spanning tree of a rooted digraph G = (V, E, r) is a tree with node set V, an edge set contained in E, and a root r.
Figure 1.3. A flow graph and its dominator tree.
Let $G = (V, E, r)$ be a flow graph. A node $u$ dominates a node $v$ if every path from the root to $v$ includes $u$ ($u$ properly dominates $v$ if in addition, $u \neq v$). It is easily shown that there is a unique tree $T_G$, called the dominator tree of $G$, such that $u$ dominates $v$ in $G$ iff $u$ is an ancestor of $v$ in $T_G$. The father of a node in the dominator tree is the immediate dominator of that node. The symbols $^\ast$, $\dagger$, $\rightarrow$ denote the dominator, proper dominator, and immediate dominator relations, respectively.

All of the above properties of digraphs may be computed very efficiently. An algorithm has linear time cost if the algorithm runs in time $O(n)$ on input of length $n$ and has almost linear time cost if the algorithm runs in time $O(n \alpha(n))$ where $\alpha$ is the extremely slow growing function of $[T3]$ ($\alpha$ is related to a functional inverse of Ackermann's function). Using adjacency lists, a digraph $G = (V, E)$ may be represented in space $O(|V| + |E|)$. Knuth[Kn1] gives a linear time algorithm for computing a topological ordering of an acyclic digraph. Tarjan [T1] presents linear time algorithms for computing the strongly connected components of a digraph and a spanning tree and in [T4] gives an almost linear time algorithm for computing the dominator tree of a flow graph.
1.3 The Global Flow Model.

Let P be a program to which we wish to apply various global code improvements. In this section we formulate a global flow model for P, similar to a model described by Aho and Ullman[AU1] and others.

The control flow graph $F = (N, A, s)$ is a flow graph rooted at the start node $s \in N$. A control path is a path in F. Hereafter $\dagger, \ddagger, +$ will denote the dominator, proper dominator, and the immediate dominator relations with respect to the fixed rooted digraph F.

As described in Section 1.1, each node $n \in N$ is a block of assignment statements. These blocks do not contain conditional or branch statements; control information is specified by the control flow graph.

Program variables are taken from the set \{X, Y, Z, ...\}. An assignment statement of P is of the form

$$X := a$$

where X is a program variable and a is an expression built from program variables and fixed sets C of constant signs and $\varepsilon$ of function signs. A program variable occurring within only a single block $n \in N$ is local to n. Let $\varepsilon$ be the set of program variables occurring within P and not local to any block. For each program variable $X \in \varepsilon$ and block $n \in N - \{s\}$ we introduce the input variable $X^+n$ to
denote the value of $X$ on entry to block $n$. We use the symbol $X^s$, considered to be a constant sign, to denote the value of $X$ on input to the program $P$ at the start block $s$.

Let $\text{EXP}$ be the set of expressions built from input variables, $C$, $\theta$. Thus, $a \in \text{EXP}$ is a finite expression consisting of either a constant sign $c \in C$, an input variable $X^n$ representing the value of program variable $X^n$ on input to block $n$, or a $k$-adic function sign $\theta \in \theta$ prefixed to a $k$-tuple of expressions in $\text{EXP}$. The text expressions as well as the covering expressions sought are expressions in $\text{EXP}$. For each $X \in \mathcal{I}$ and block $n \in \mathcal{N}$ such that $X$ is assigned to at $n$, let the output expression $X_n^+$ be an expression in $\text{EXP}$ for the value of $X$ on exit from block $n$ in terms of constants and input variables at block $n$. A text expression $t$ is an output expression or a subexpression of an output expression. Note that each text expression $t$ corresponds to a string of text on the right hand side of an assignment statement of $P$.

For example, let $n$ be the block of code:

$$X := X - 1;$$
$$Y := Y + 4;$$
$$Z := X \ast Y.$$

Then $Z^n^+ = (X^n_{n-1})^\ast(Y^{n+4})$ (or in the more proper prefix notation, $\ast (- X^n 1) (+ Y^n 4)$) is the text expression associated with the string of text "$X \ast Y$" at the last
assignment statement of $n$.

An interpretation for the program $P$ is an ordered pair $(U, I)$. The universe $U$ contains a distinct value $I(c)$ for each constant sign $c \in C$. For each $k$-adic function sign $\theta \in \Theta$, there is a unique $k$-adic operator $I(\theta)$ which is a partial mapping from $k$-tuples in $U^k$ into $U$. We assume $I(c_1) \neq I(c_2)$ for each distinct $c_1, c_2 \in C$ (every value has at most one name). A program is in the arithmetic domain if it has the interpretation $(Z, I_Z)$ where $Z$ is the set of integers and $I_Z$ maps signs $+, -, \ast, /$ to the arithmetic operations addition, subtraction, multiplication, and integer division.

An expression in EXP is put in reduced form by repeatedly substituting for each subexpression of the form $(\theta \ c_1...c_k)$, that constant sign $c$ such that $I(c) = I(\theta)(I(c_1),...,I(c_k))$, until no further substitutions of this kind can be made. We assume the blocks are reduced in the sense of Aho and Ullman [AU1], so each text expression is a reduced expression. We also assume that the output expressions $\chi_n^+$ are reduced (and thus uniquely determined).

A global flow system $\pi$ is a quadruple $(F, \xi, U, I)$ where $F$ is the control flow graph of $P$, $\xi$ is the set of program variables and $(U, I)$ is an interpretation. The next definitions deal with a fixed global flow system $\pi = (F, \xi, U, I)$. 
We now define origin($\alpha$), where $\alpha \in \text{EXP}$, which intuitively is the earliest point at which all the quantities referred to in $\alpha$ are defined. Let $N(\alpha) = \{n \mid$ the input variable $X^{+n}$ occurs in $\alpha\}$. If $N(\alpha)$ is empty then origin($\alpha$) is the start block $s$ and otherwise origin($\alpha$) is the earliest (i.e. closest to $s$) block in $N(\alpha)$ relative to the dominator ordering *. The origin need not exist for arbitrary expressions in EXP, but will be well-defined in all the relevant cases (i.e. origin exists for all text expressions and their covers). Note that if a text expression $t$ contains no input variables the origin($t$) = $s$, and otherwise origin($t$) is the block in $N$ where that assignment statement is located.

Let $\alpha$ be an expression in EXP and let $p$ be a control path beginning at the start block $s$ and containing origin($\alpha$). Then note that each node in $N(\alpha)$ is contained in $p$. We give a recursive definition for EXEC($\alpha$, $p$), the expression for the value of $\alpha$ in the context of this control path $p$. EXEC($\alpha$, $p$) is defined formally as follows:

i) if $p = (s)$ then EXEC($\alpha$, $p$) is the reduced expression derived from $\alpha$.

ii) otherwise, if $p = p' \cdot (m,n)$ then EXEC($\alpha$, $p$) = EXEC($\alpha'$, $p'$) where $\alpha'$ is the expression obtained from $\alpha$ by substituting the output expression $Xm^+$ for each input variable $X^{+n}$, and putting the result in reduced form.
An expression \( \alpha \in \text{EXP} \) covers a text expression \( t \) if

\[
\text{EXEC}(t, p) = \text{EXEC}(\alpha, p)
\]

for every control path \( p \) from \( s \) to \text{origin}(t). Hence, if \( \alpha \) covers \( t \) then \( \alpha \) correctly represents the value of \( t \) on every execution of program \( P \). For example in Figure 1.1, \( Z^nq^+ \) is covered by \( Z^+n_1y^+s \). Note that the origin of any cover \( \alpha \) of a text expression \( t \) is always well defined since the elements of \( N(\alpha) \) will form a chain relative to \( \ast \).

A cover is a mapping \( \psi \) from the text expressions of \( P \) to expressions in \( \text{EXP} \) in reduced form such that for each text expression \( t \), \( \psi(t) \) covers \( t \).

**Lemma 1.3** If \( \alpha \in \text{EXP} \) covers text expression \( t \) then \( \text{origin}(\alpha) \ast \text{origin}(t) \).

**Proof** by contradiction. Suppose \( \text{origin}(\alpha) \) does not dominate \( \text{origin}(t) \). Then \( \alpha \) must contain an input variable \( x^n \) such that \( n \) is not a dominator of \( \text{origin}(t) \). Hence, there is an \( n \)-avoiding control path \( p \) from the start block \( s \) to \( \text{origin}(t) \) such that \( \text{EXEC}(\alpha, p) \) contains \( X^n \) but \( \text{EXEC}(t, p) \) does not, so \( \text{EXEC}(\alpha, p) \neq \text{EXEC}(t, p) \), contradicting the assumption that \( \alpha \) covers \( t \). \( \Box \)

We extend \( \ast \) to a partial ordering of covers. For each pair of covers \( \psi_1 \) and \( \psi_2 \), \( \psi_1 \ast \psi_2 \) iff \( \text{origin}(\psi_1(t)) \ast \text{origin}(\psi_2(t)) \) for all text expressions \( t \).

We wish to compute covers minimal with respect to this partial ordering.
1.4 Unsolvability of Various Code Improvements

Within the Arithmetic Domain

The introduction listed a number of code improvements which are related to the problem of determining minimal covers of text expressions. Here we show that even constant propagation, the simplest of these improvements, is recursively unsolvable in the arithmetic domain. Previously, Kam and Ullman [KU2] have shown related global flow problems to be insolvable in an abstract, nonarithmetic domain.

Theorem 1.4. In the arithmetic domain, the problem of discovering all text expressions covered by constant signs is undecidable.

Proof. The method of proof will be to reduce this problem to that of the discovery of text expressions covered by constant signs within the arithmetic domain (Z, IZ).

Let \{X_0, X_1, X_2, \ldots, X_k\} be a set of variables, where \(k > 5\). Matijasevic [M] has shown that the problem of determining if a polynomial \(Q(X_1, X_2, \ldots, X_k)\) has a root in the natural numbers (Hilbert's 10th problem) is recursively unsolvable.

Consider the flow graph \(F_Q\) of Figure 1.4. Let \(t\) be the text expression \(X_{i_f}/(1 + Q(X_{i_f}, \ldots, X_k f^2))\) located at block \(f\). We show \(t\) is covered by a constant sign iff \(Q\) has no root in the natural numbers.
Figure 1.4. The control flow graph $F_0$. 
For any control path \( p \) from the start block \( s \) to the final block \( f \) and for \( i = 0,1,...,k \) let \( x_i(p) = I(\text{EXEC}(x_i^f, p)) \) be the value of \( x_i \) just on entry to \( f \) relative to \( p \). Also, let \( X(p) = (x_1(p),...,x_k(p)) \). Observe that for any \( k \)-tuple of natural numbers \( z \), there is a control path \( p \) from \( s \) to \( f \) such that \( z = X(p) \).

**IF.** Suppose \( Q \) has no root in the natural numbers. Then for each control path \( p \) from \( s \) to \( f \), \( Q(x_1(p),...,x_k(p)) \neq 0 \), so \( \text{EXEC}(t,p) = 0 \). Thus, \( t \) is covered by the constant sign 0.

**ONLY IF.** Suppose \( Q \) has a root \( z \) in the natural numbers. Then it is possible to find execution paths \( p \) and \( q \) from \( s \) to \( f \) such that \( z = X(p) = X(q) \) and such that \( X(p) = 0, X(q) = 1 \). Hence \( \text{EXEC}(t,p) = 0 \) and \( \text{EXEC}(t,q) = 1 \), so \( t \) is not covered by a constant sign. \( \square \)

**Corollary 1.4.** In the arithmetic domain, the following global flow problems are unsolvable: discovery of minimal covers, birth and safe points of code motion, redundant text expressions, and loop invariants.

**Proof.** It is easy to show that the problem of discovery of constant text expressions reduces to each of these problems. Add the edge \((f,n_1)\) to the control flow graph \( F \) of Figure 1.4, so \( t \) is contained in a cycle of \( F \). Then by Theorem 1.4, \( Q \) has no root in the natural numbers iff \( t \) is covered by 0.

iff \( s \) is the birth point of \( t \)
iff \( s \) is the safe point of \( t \)
iff $t$ is redundant on entry to $f$

iff $t$ is a constant loop invariant.

Thus, the problem of discovery of whether text expression $t$ is covered by a constant reduces to each of the above global flow problems. (Note that the problem of safety of code motion is also hard for other reasons; if we add the text expression $t' = 1/Q(x_1^f, \ldots, x_k^f)$ to block $f$ then $Q$ has no root in the natural numbers iff $t'$ is safe at $f$.)

The above results indicate that we must look for methods for computing approximations to minimal covers. The method of Kildall[Ki] may be applied to compute such a class of covers. In Chapter 2 we define a functional $\gamma$ mapping (as each iteration of Kildall's algorithm might) covers to covers by comparing covers of input variables at given blocks in $N$ to covers of corresponding output expressions of variables at immediately preceding blocks. We show that the minimal fixed point of $\gamma$ exists, is unique, and give an efficient algorithm for computing this cover.

In Chapter 3 we extend our results to programs which manipulate lists and expressions, such as LISP 1.0.

An extremely efficient algorithm is presented in Chapter 4; this almost linear time algorithm yields a cover which is weaker than the minimal fixed point of $\gamma$ computed in Chapter 2, but is probably good enough for most applications.
Finally, in Chapter 5 we investigate in some depth a program improvement called code motion which is the process of moving computations as far as possible out of control cycles into new locations which the computations are executed less frequently. Covers computed by methods of previous chapters are useful here since we must discover the earliest block (relative to the domination ordering) in the control flow graph where the computations are defined.
1.5 Adding Procedure Calls to the Global Flow Model

This section describes how the global flow model of Chapter 1.3 may be extended to take into account non-recursive procedure declarations and calls. That is, we now extend the programming language so as to include in addition to assignment statements, procedure declarations and procedure call statements, and then show how to construct appropriate control flow graphs for programs in the extended language. We assume dynamic binding of procedure variables and call-by-value, though this scheme could be modified to allow static binding or call-by-reference.

We assume a main body $M$ of program text with associated control flow graph $(N_M, A_M, S_M)$.

A procedure declaration is of the form

```
procedure R(X_1, ..., X_k) <procedure body>
```

where the procedure body contains an arbitrary string in the programming language, followed by a statement of the form:

```
result t_R;
```

where $t_R$ is a text expression. The associated control flow graph $F_R = (N_R, A_R, S_R)$ and node $f_R \in N_R$ specify the flow of control within the procedure body of $R$; all invocations of $R$ start at $s_R$ and finish at $f_R$. We assume the result statement is the only statement located at $f$ and $f$ has no departing edges in $A_R$. Each call to $R$ (which may be located
within the main program or in the body of any procedure including that of R itself) is an assignment of the form:

\[ X := R(t_1, \ldots, t_k) \]

where \( t_1, \ldots, t_k \) are text expressions, and the execution of this call to R invokes an execution of the body of R, with \( X_j \) set to the current value of \( t_j \) just before entering R, for \( j = 1, \ldots, k \). (Hence, we assume call-by-value rather than call-by-reference.) Let \( r \) be the value of the result expression \( t_R \). On exit from the body of R, the values of the variables \( X_1, \ldots, X_k \) are reset to their original values just before entering R on this invocation. (Hence, we assume dynamic binding rather than static binding.) Finally, the program variable \( X \) assigned to \( R(t_1, \ldots, t_k) \) is set to value \( r \).

The control flow graph \( F_P \) for program P is constructed by

(1) first merging the control flow graph of the main body and the control flow graphs of all procedure bodies,

(2) setting \( s_M \) to be the start block,

(3) for each result statement

\[ \text{result } t_R \]

substitute the assignment

\[ X_R := t_R \]

where \( X_R \) is a new program variable not assigned anywhere else in the program, and

(4) for each block \( n \) of the form:
\[ \text{stm}_1; \ldots; \text{stm}_{i-1}; \text{stm}_i; \ldots; \text{stm}_k \]

where \( \text{stm}_1 \) is a procedure call \( X := R(t_1, \ldots, t_k) \),

(a) delete block \( n \) and substitute in its place the blocks

\[ n_1 = \text{"stm}_1; \ldots; \text{stm}_{i-1}; X_1:=t_1; X_1:=X_1; \ldots X_k:=X_k; X_k:=t_k" \]

\[ n_2 = \text{"X}_1:=X_1; \ldots; X_k:=X_k; X:=X_R; \text{stm}_{i+1}; \ldots; \text{stm}_k" \]

where \( X_1, \ldots, X_k \) are new program variables.

(b) Add edges \((n_1, s_R)\) and \((f_R, n_2)\) to the edge set and, for each edge \((m, n)\) entering \( n \) substitute an edge \((m, n_1)\) entering \( n_1 \), and for each edge \((n, m)\) departing from \( n \) substitute the edge \((n_2, m)\) departing from \( n_2 \).