Solving Sparse Systems of Linear Equations on the Connection Machine
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Abstract—The Connection Machine is a 65,536-processor computer which was designed for artificial intelligence applications. This paper shows that the machine is suitable for numerical computations as well. We describe a program for solving sparse systems of linear equations based on parallel nested dissection which has been implemented on the Connection Machine.

Summary

A commonly occurring problem in the physical sciences is to solve a system $Ax = b$ of linear equations, where $A$ is an $n$-by-$n$ symmetric, positive-definite matrix, and $b$ is a vector of length $n$. If the matrix $A$ is dense, then the worst-case time required by most direct methods is $\Theta(n^3)$ on a sequential machine. For many important applications, however, the matrix $A$ is sparse, and its adjacency graph is planar or nearly planar. For such problems, nested dissection [3,7] can reduce the running time to $O(n^{3/2})$. Recently, Pan and Reif [9] described a parallel nested-dissection algorithm that runs in $O(\log^3 n)$ time, but the space requirement is $\Theta(n^{3/2})$, which makes it infeasible for large
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systems of equations. In this paper, we describe an implementation of their algorithm that runs in \(O(\sqrt{n})\) time and uses \(O(n \log n)\) space for planar graphs, but it can be applied more generally to any class of graphs that has a good separator [8], although the performance bounds may vary. The program has been implemented on the 65,536-processor Connection Machine [4].

The parallel nested-dissection algorithm has three parts. First, we recursively compute a decomposition tree for the adjacency graph of the matrix \(A\) based on a separator theorem for that class of graphs. This step is quickly performed in \(O(n \log n)\) time on a sequential machine. Second, we use the Connection Machine to compute a Cholesky-like decomposition of the matrix. Finally, we use the Connection Machine to solve the linear system for a given righthand side \(b\).

To implement the first step, we use a sequential computer to compute the decomposition tree for the adjacency graph of the matrix \(A\). If the graph is planar, we use the separator property [8] to decompose the graph into two subgraphs such that the number of common variables is \(O(\sqrt{n})\). (Otherwise, we use bisection heuristics [2,5] to find a good separation.) We then decompose each of these two subgraphs, and so on, until each subgraph contains only a few variables. We thus obtain a decomposition tree of the original graph, each node of which is a subgraph. The portion of the matrix that corresponds to variables in a given node are stored in that node, and in that form, the matrix is transferred to the Connection Machine.

The second phase of the algorithm runs on the Connection Machine. It consists of computing a Cholesky-like decomposition of the matrix based on the decomposition tree. In parallel, all leaf nodes perform a partial factorization by Givens rotations [10, pp. 206] on their portions of the matrix. The factorization is performed by a parallel systolic algorithm [1,6], and in addition, the matrices in all leaves are operated on simultaneously. The partially factored matrices in each pair of siblings are then merged into the matrix of their parent. We once again perform partial factorization on all matrices at the parents' level in parallel, and continue level by level until we reach the root. This process produces a sparse representation of the Cholesky decomposition with matrix elements distributed through the nodes of the tree. Conceptually, each tree node contains portions of both the lower and upper triangular matrices in the \(LU\)-decomposition.

In the final phase we solve the matrix system for a vector \(b\). The vector is distributed through the tree nodes so that the matrix variables in the nodes correspond to the variables of the vector. On the way up the tree, we use the pieces of \(b\) in a given node to solve the equation \(Ly = b\) by forward substitution, and on the way down, we solve the equation \(UX = y\) by back
substitution to obtain the solution for the original matrix equation.

This parallel nested-dissection algorithm is well suited for implementation on the Connection Machine. The architecture of this machine currently has 65,536 bit-serial processors interconnected by a routing network. All processors receive the same instruction broadcast from a central controller, but whether a processor executes the instruction depends on an internal flag. The broadcast instruction can cause a processor to manipulate internal data, or it can direct communication among the processors either by mailing messages through a general-purpose routing network or by sending data to a nearest neighbor via a grid-like NEWS (North-East-West-South) network.

Rather than cycling a small number of processors through all the problem elements as might be done on many multiprocessors, it is natural on the Connection Machine to devote a separate processor to each problem element. We take advantage of this simplicity of representation in the parallel nested-dissection algorithm in two ways. First, we are able to use standard systolic algorithms to perform the matrix computations in each node of the decomposition tree. Second, all the computations at each level of the decomposition tree can be performed simultaneously. We use the general-purpose routing network to send data from one level of the tree to the next.

Another not-so-apparent advantage of the Connection Machine architecture is the flexibility of the bit-serial processors. As an example, we can use the somewhat more numerically stable Givens rotations instead of Gaussian elimination without pivoting. The times required by the two methods are comparable because the square-root operation needed by the Givens method is no more expensive than the other bit-serial floating-point operations.

The Connection Machine architecture is well suited to the development of scientific computing software, even though it was originally conceived as an AI machine. It offers an abstract model based on "data" parallelism rather than "process" parallelism. In other words, the programmer is responsible for planning the movement of data, but not for processor coordination. This abstract model leads to straightforward implementations of efficient parallel algorithms with predictable performance over a range of problem sizes.
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