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We need to understand unexpected or 
interesting behavior of systems, 

experiments, or query answers to gain 
knowledge or troubleshoot 
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Unexpected results 

3 



Unexpected results 

L ŘƛŘƴΩǘ ƪƴƻǿ ǘƘŀǘ ¢ƛƳ .ǳǊǘƻƴ ŘƛǊŜŎǘǎ aǳǎƛŎŀƭǎΗ 
Why are these items in the result of my query? 
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Inconsistent performance 
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Inconsistent performance 

Why is there such variability during this time interval? 

4 



Understanding results 
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Why does the performance of my algorithm drop 
when I consider additional dimensions? 
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Causality in science 

ÅScience seeks to understand 
and explain physical 
observations 
ïWhy ŘƻŜǎƴΩǘ ǘƘŜ ǿƘŜŜƭ ǘǳǊƴΚ 

ïWhat if I make the beam half 
as thick, will it carry the load? 

ïHow do I shape the beam so 
it will carry the load? 
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Causality in science 

ÅScience seeks to understand 
and explain physical 
observations 
ïWhy ŘƻŜǎƴΩǘ ǘƘŜ ǿƘŜŜƭ ǘǳǊƴΚ 

ïWhat if I make the beam half 
as thick, will it carry the load? 

ïHow do I shape the beam so 
it will carry the load? 

 

ÅWe now have similar 
questions in databases! 
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What is causality? 

ÅDoes acceleration cause the force? 
ÅDoes the force cause the acceleration? 
ÅDoes the force cause the mass? 

F = m a F 
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What is causality? 

ÅDoes acceleration cause the force? 
ÅDoes the force cause the acceleration? 
ÅDoes the force cause the mass? 

F = m a F 

We cannot derive causality from data, yet we have developed a 
perception of what constitutes a cause. 
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Some history 

David Hume (1711-1776) 

We remember seeing the flame, and feeling a 
sensation called heat; without further ceremony, we 

call the one cause and the other effect 

Causation is a matter of perception 
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Forget causation!  Correlation is all you should ask for. 

Statistical ML 
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Some history 

David Hume (1711-1776) 

We remember seeing the flame, and feeling a 
sensation called heat; without further ceremony, we 

call the one cause and the other effect 

Causation is a matter of perception 

Karl Pearson (1857-1936) 

Forget causation!  Correlation is all you should ask for. 

Statistical ML 

Forget empirical observations!  Define causality based 
on a network of known, physical, causal relationships  

Judea Pearl (1936-) 

A mathematical definition of causality 
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Tutorial overview 

Part 1: Causality 

 

ÅBasic definitions 

ÅCausality in AI 

ÅCausality in DB 

Part 2: Explanations 

 

ÅExplanations for DB query 
answers 

ÅApplication-specific 
approaches 

Part 3: Related topics and Future directions 

 

ÅConnections to lineage/provenance, deletion 
propagation, and missing answers 

ÅFuture directions 
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Part 1: Causality 

a.   Basic Definitions 

b.   Causality in AI  

c.   Causality in DB 
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Å  BASIC DEFINITIONS 

Part 1.a 
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Basic definitions: overview 

ÅModeling causality 
ïCausal networks 

 

ÅReasoning about causality 
ïCounterfactual causes 

ïActual causes (Halpern & Pearl) 

 

ÅMeasuring causality 
ïResponsibility 
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Causal networks 

ÅCausal structural models: 
ïVariables: A, B, Y 
ïStructural equations: Y = A v B 

 

                    
                                                                  
                        

                         
                       
                       

                      
                                                      

[Pearl, 2000] 
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Causal networks 

ÅCausal structural models: 
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ïStructural equations: Y = A v B 

 

ÅModeling problems: 
ïE.g., A bottle breaks if either Alice or Bob throw a rock at it. 
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Causal networks 

ÅCausal structural models: 
ïVariables: A, B, Y 
ïStructural equations: Y = A v B 

 

ÅModeling problems: 
ïE.g., A bottle breaks if either Alice or Bob throw a rock at it. 
ïEndogenous variables:  
ÅAlice throws a rock (A) 
ÅBob throws a rock (B) 
ÅThe bottle breaks (Y) 

ïExogenous variables: 
Å!ƭƛŎŜΩǎ ŀƛƳΣ ǎǇŜŜŘ ƻŦ ǘƘŜ ǿƛƴŘΣ ōƻǘǘƭŜ ƳŀǘŜǊƛŀƭ ŜǘŎΦ 

 

[Pearl, 2000] 
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Intervention / contingency 

ÅExternal interventions modify the structural 
equations or values of the variables. 

[Woodward, 2003] [Hagmeyer, 2007] 
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Intervention / contingency 

ÅExternal interventions modify the structural 
equations or values of the variables. 

Intervention on Y1: Y1=0 

[Woodward, 2003] [Hagmeyer, 2007] 
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Counterfactuals 

ÅIf not A then not ˒  

ïLƴ ǘƘŜ ŀōǎŜƴŎŜ ƻŦ ŀ ŎŀǳǎŜΣ ǘƘŜ ŜŦŦŜŎǘ ŘƻŜǎƴΩǘ ƻŎŎǳǊ 

 

                             

                                                         
                 

                                                 

[Hume, 1748] [Menzies, 2008] [Lewis, 1973] 

Both counterfactual 
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Counterfactuals 

ÅIf not A then not ˒  
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ÅProblem: Disjunctive causes 

ïLŦ !ƭƛŎŜ ŘƻŜǎƴΩǘ ǘƘǊƻǿ ŀ ǊƻŎƪΣ ǘƘŜ ōƻǘǘƭŜ ǎǘƛƭƭ ōǊŜŀƪǎ 
(because of Bob) 

ïNeither Alice nor Bob are counterfactual causes 
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Counterfactuals 

ÅIf not A then not ˒  

ïLƴ ǘƘŜ ŀōǎŜƴŎŜ ƻŦ ŀ ŎŀǳǎŜΣ ǘƘŜ ŜŦŦŜŎǘ ŘƻŜǎƴΩǘ ƻŎŎǳǊ 

 

ÅProblem: Disjunctive causes 

ïLŦ !ƭƛŎŜ ŘƻŜǎƴΩǘ ǘƘǊƻǿ ŀ ǊƻŎƪΣ ǘƘŜ ōƻǘǘƭŜ ǎǘƛƭƭ ōǊŜŀƪǎ 
(because of Bob) 

ïNeither Alice nor Bob are counterfactual causes 

 

[Hume, 1748] [Menzies, 2008] [Lewis, 1973] 

Both counterfactual 

No counterfactual causes 
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Actual causes 

[simplification] 

A variable X is an actual cause of an effect Y if 
there exists a contingency that makes X 
counterfactual for Y. 

[Halpern-Pearl, 2001] [Halpern-Pearl, 2005] 

A is a cause under the 
contingency B=0  
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Example 1 

X1=1 is counterfactual for Y=1 
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Example 1 

X1=1 is counterfactual for Y=1 

Example 2 

X1=1 is not counterfactual for Y=1 

X1=1 is an actual cause for Y=1, with contingency X2=0 
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Example 3 

X1=1 is not counterfactual for Y=1 

X1=1 is not an actual cause for Y=1 

Example 1 

X1=1 is counterfactual for Y=1 

Example 2 

X1=1 is not counterfactual for Y=1 

X1=1 is an actual cause for Y=1, with contingency X2=0 
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Responsibility 

[Chockler-Halpern, 2004] 

A measure of the degree of causality 

size of the 
contingency set 
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Responsibility 

[Chockler-Halpern, 2004] 

A measure of the degree of causality 

size of the 
contingency set 

18 

Example 

A=1 is counterfactual for Y=1  (ˊҐм) 

B=1 is an actual cause for Y=1, with contingency C=0 ( =́0.5) 



Basic definitions: summary 

ÅCausal networks model the known variables and causal 
relationships 

 

ÅCounterfactual causes have direct effect to an outcome 

 

ÅActual causes extend counterfactual causes and 
express causal influence in more settings 

 

ÅResponsibility measures the contribution of a cause to 
an outcome 
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Å  CAUSALITY IN AI 

Part 1.b 
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Causality in AI: overview 

ÅActual causes: going deeper into the Halpern-
Pearl definition 

 

ÅComplications of actual causality and 
solutions 

 

Å Complexity of inferring actual causes 
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Dealing with complex settings 

ÅThe definition of actual causes was designed 
to capture complex scenarios 

Permissible contingencies 

Not all contingencies are valid =>  Restrictions in 
the Halpern-Pearl definition of actual causes. 

Preemption 

Model priorities of events => one event may 
preempt another 
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Permissible contingencies 

A:  !ƭƛŎŜ ƭƻŀŘǎ .ƻōΩǎ Ǝǳƴ 
B: Bob shoots 
C: Charlie loads and shoots his own gun 
Y: the prisoner dies  

[Halpern-Pearl, 2001] [Halpern-Pearl, 2005] 
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Permissible contingencies 

In the contingency {A=1,B=1,C=0}, A is 
counterfactual, but should it be a cause? 
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Permissible contingencies 

In the contingency {A=1,B=1,C=0}, A is 
counterfactual, but should it be a cause? 

A:  !ƭƛŎŜ ƭƻŀŘǎ .ƻōΩǎ Ǝǳƴ 
B: Bob shoots 
C: Charlie loads and shoots his own gun 
Y: the prisoner dies  

Additional restriction in the HP definition: 
Nodes in the causal path should not change value. 

[Halpern-Pearl, 2001] [Halpern-Pearl, 2005] 
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Causal priority: preemption 

A:  Alice throws a rock 
B: Bob throws a rock 
Y: the bottle breaks 

24 

[Schaffer, 2000] [Halpern-Pearl, 2001] [Halpern-Pearl, 2005] 
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Causal priority: preemption 

A:  Alice throws a rock 
B: Bob throws a rock 
Y: the bottle breaks 

Even though the structural equations for Y are equivalent, the two 
causal networks result in different interpretations of causality 
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[Schaffer, 2000] [Halpern-Pearl, 2001] [Halpern-Pearl, 2005] 



Complications 

ÅIntricacy 

ïThe definition has been used incorrectly in 
literature: [Chockler, 2008] 
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Complications 

ÅIntricacy 

ïThe definition has been used incorrectly in 
literature: [Chockler, 2008] 

ÅDependency on graph structure and syntax 

 

ÅCounterintuitive results 

 Shock C Network expansion 
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[Meliou et al., 2010a] 



Defaults and normality 

ÅWorld: a set of values for all the variables 

ÅRank: each world has a rank; the higher the 
rank, the less likely the world 

 

ÅNormality: can only pick contingencies of 
lower rank (more likely worlds) 

[Halpern, 2008] 
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Defaults and normality 

ÅWorld: a set of values for all the variables 

ÅRank: each world has a rank; the higher the 
rank, the less likely the world 

 

ÅNormality: can only pick contingencies of 
lower rank (more likely worlds) 

[Halpern, 2008] 
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Addresses some of the complications, but requires 
ordering of possible worlds. 



Complexity of causality 

[Eiter- Lukasiewicz 2002] 

Counterfactual cause Actual cause 

PTIME NP-complete 

Proof: Reduction from SAT. 
Given F,  F is satisfiable iff X is an actual cause for  XӜF 

27 



Complexity of causality 

[Eiter- Lukasiewicz 2002] 

Counterfactual cause Actual cause 

PTIME NP-complete 

Proof: Reduction from SAT. 
Given F,  F is satisfiable iff X is an actual cause for  XӜF 

27 

For non-binary models:        -complete 



Tractable cases 

1. Causal trees 

28 

[Eiter- Lukasiewicz 2002] 


